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FOREWORD

This report is based on information supplied to INERIS, on available and objective data
(scientific or technical), and on current legislation.

INERIS is not liable if information it was given is incomplete or erroneous.

The opinions, recommendations, proposals or equivalent that INERIS makes within the
frame of this order may inform decision-making. Because of INERIS’s mission, given by its
creation decree, INERIS does not intervene in decision-making per se. INERIS’s
responsibility may not replace that of the decision-maker.

The recipient will use the full results of this report, or will use them in an objective manner.
This report’'s use as excerpts or summary notes will be under the sole responsibility of the
recipient. This applies also to any modification that would be made.

INERIS waives any liability for the use of this report beyond the recipient’s remit.

Note: This report was peer reviewed by various European experts, whose input was
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DEFINITIONS

AMS: Automated Measuring System, measuring system permanently installed on site for
continuous monitoring of emissions or measurement of peripheral parameters (like O, water
vapour)

AST: Annual Surveillance Test, fourth quality assurance level; procedure of AMS quality
assurance described in EN 14181 standard

The AST is a procedure which is used to evaluate whether the uncertainty of the measured
values obtained from the AMS still meet the uncertainty criteria — as demonstrated in the
previous QAL?2 test. It also determines whether the calibration function obtained during the
previous QAL?2 test is still valid
BAT: Best Available Technique

BATAEL.: Best Available Techniques Associated Emission Level, emission levels associated
with the best available techniques

BREF or BAT reference document: Best Available Techniques REFerence document

EIPPCB: European Integrated Pollution Prevention and Control Bureau (or European IPPC
Bureau) of the European Commission

ELV: Emission Limit Value
ELVd: Daily Emission Limit Value

GUM: Guide to the Expression of Uncertainty; see ISO/IEC Guide 98-3 in the references to
standards below

IED: Industrial Emissions Directive, 2010/75/EU of 24 November 2010, merging 7 Directives
including the LCPD, the WID and the IPPCD - Integrated Pollution Prevention and Control

ILC: Inter-Laboratory Comparison

LCPD: Large Combustion Plants Directive, merged with 6 other Directives into the IED in
2010

LoQ: Limit of Quantification

mg/Nm3: Normal cubic meters expressed in standard conditions of temperature (273.15 K) and
pressure (101325 Pa). According to IED Annexes V and VI, concentrations should be corrected as
well for the water vapour content of the waste gases at a standardised Oz content (6 % for solid fuels,
3 % for combustion plants, other than gas turbines and gas engines using liquid and gaseous fuels
and 15 % for gas turbines and gas engines, 11 % or 3% for incineration and 10% for co-incineration).

P-AMS: Portable AMS used to implement an automated SRM

QAL1L: first quality assurance level;, quality assurance procedure for AMS, described in
standard EN 14181.
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The procedure consists in verifying that the total uncertainty of the AMS, calculated by
appropriately summing up all the relevant uncertainty components arising from the individual
performance characteristics, does not exceed 75% of the uncertainty required by the
applicable legislation?.

QAL2: second quality assurance level; quality assurance procedure for AMS, described in
standard EN 14181.

QAL2 is a procedure for the determination of the AMS’s calibration function as well as a test
of the variability of the AMS-measured values compared with the maximum permissible
uncertainty given by legislation?.

ROM: JRC Report on Monitoring of emissions to air and water from IED installations

SRM: Standard Reference Method applied by laboratories; reference method prescribed by
European or national legislation

WID: Waste Incineration Directive, merged with 6 other Directives into the IED in 2010

1 According to EN 14181:2014, § 3.15, note 2 : In some EU Directives the uncertainty of the AMS
measured values is expressed as half of the length of a 95 % confidence interval as a percentage P of
the emission limit value E. Then, in order to convert this uncertainty to a standard deviation, the
appropriate conversion factor is: oo = P E / 1.96.

It is the case of the Industrial Emission Directive which, in its Annex VI, Part 6, para. 1.3, provides, for
the incineration relevant Automated Measuring Systems, the maximum values of the 95 % confidence
intervals at the daily emission limit value level.

2 Same as previous note.
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REFERENCES TO STANDARDS

EN 14181: Stationary source emissions - Quality assurance of automated measuring
systems

EN 15267: Air quality - Certification of automated measuring systems
Part 1: General principles

Part 2: Initial assessment of the AMS manufacturer's quality management system and post
certification surveillance for the manufacturing process

Part 3: Performance criteria and test procedures for automated measuring systems for
monitoring emissions from stationary sources

This European standard supports the requirements of EU Directives, among which the
Waste Incineration Directive and the Large Combustion Plants Directives, which were recast
into the Industrial Emissions Directive (IED).

EN ISO 14956: Air quality - Evaluation of the suitability of a measurement procedure by
comparison with a required measurement uncertainty

ISO 11095: Linear calibration using reference materials

ISO/IEC Guide 98-3: Uncertainty of measurement -- Part 3. Guide to the expression of
uncertainty in measurement (GUM: 1995)

NF FD X 43-132 (French implementation guide): Stationary source emissions -- Quality
assurance of continuous emission monitoring systems - Application of EN 14181, EN 13284-
2 and EN 14884

NF T 90-210 (French standard): Water quality - Protocol for the initial method performance
assessment in a laboratory

EN 14789 (O,): Stationary source emissions - Determination of volume concentration of
oxygen (O-) - Reference method — Paramagnetism

EN 15058 (CO): Stationary source emissions - Determination of mass concentration of
carbon monoxide (CO) — Reference method — Non-Dispersive Infra Red Spectrometry

EN 14792 (NO,): Stationary source emissions - Determination of mass concentration of
nitrogen oxides (NOx). Reference method: Chemiluminescence

EN 12619 (COT): Stationary source emissions - Determination of the mass concentration of
total gaseous organic carbon. Continuous flame ionisation detector method

EN 13284-1 (Dust): Stationary source emissions - Determination of the mass concentration
of total gaseous organic carbon. Continuous flame ionisation detector method

EN 14791 (SOy): Stationary source emissions - Determination of mass concentration of
sulphur dioxide. Reference method

EN 1911 (HCI): Stationary source emissions - Determination of mass concentration of
gaseous chlorides expressed as HCI. Standard reference method
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NF X 43-304 (HF) (French standard): Stationary source emissions - Measurement of the
concentration of fluorised compounds, expressed in HF — Manual Method

NF X 43-303 (NHs) (French standard): Stationary source emissions - Determination of
ammonia (NHs)

EN 13211 (Hg): Air quality - Stationary source emissions - Manual method to determine total
mercury concentration

NF X 43-329 (PAH): Stationary source emissions — Sampling and measurement of emitted
polycyclic aromatic hydrocarbons

NF FD X43-135 (French document): Stationary source emissions - Adequacy and good
practices for the implementation of standardized reference methods

NF XP X 43-554 (French standard): Determination of the mass concentration of non-

methane gaseous organic compounds from measurements of total gaseous organic
compounds and methane
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STRUCTURE OF THE REPORT

After a brief background on the performances of measurement methods in general (Chapter
2), the report reviews (Chapter 3) the methodology implemented to characterise the
performances of AMSs (online instruments) and SRMs (reference techniques used to
calibrate the AMS) which are used when measuring the gases emitted in particular from
waste incinerators and co-incinerators, large combustion plants and other waste treatment
facilities.

The assessment of the uncertainties corresponding to the different methods in use are
reviewed and discussed (see Chapter 4 and Annex E) for several substances, including
those for which IED provides limit values and maximum uncertainties (as 95% confidence
intervals). For each investigated substance, conclusions and resulting recommendations are
given. A selection of onsite calibration test graphs (QALZ2) illustrates the uncertainties
observed at concentrations significantly lower than the IED daily ELVs (see Annex C).

The summary (Chapter 1) highlights several important findings of the study and, in Table 1,
sums up the most relevant figures which led to the conclusions and recommendations of the
study. In addition to Table 1 footnotes, a step-by-step explanation of the scientific approach
and of how this Table was built is given for CO (see § 4.1.2).
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1. SUMMARY

Within the context of the BREFs revision, many industrial associations, including CEWEP,
ESWET and FEAD, have concerns on the capability of automated measuring systems
(AMSs) and standard references methods (SRMs), that are available on the market, to fulfil
new, increasingly low emission measurement requirements, especially in the field of waste
incineration and large combustion plants.

For these associations, many questions are indeed relevant:

What is the uncertainty level associated with operational data collected in order to
establish BATAELs, and how to take this uncertainty into account during the BREFs
revision process?

What are the performances of air emission measurement instruments available on the
market? In particular, in respect of the uncertainties required by EU-legislation and
standards.

What is the procedure for competent authorities to set the installation’s ELVs, based on
the BATAEL range given in the BREFs (Daily ELV measurement must be performed with
the appropriate uncertainty, both for self-monitoring through an AMS, for which the IED
sets uncertainty thresholds, and for periodic measurements or AMS calibration,
performed by control laboratories)?

Good practice is also that measurement ranges are adapted to a Limit of Quantification
(LoQ) that is low enough, compared to the ELV.

INERIS was therefore asked to assess:

The level of uncertainty of emissions data that can currently be collected from
installations, especially when measured values are significantly lower than the IED’s
ELVs;

The performances, in particular with regards to uncertainty associated with best
available AMSs and the challenges related to simultaneously complying with EU
legislation and standards;

The limits of the measurement methods applied by control laboratories among others
when calibrating AMSs and when checking compliance with ELVs during periodic
measurement;

Whether measurement instruments’ evolution will enable improving measurement and
lowering the measurement uncertainty in the future.

The study is based on:

AMSs performance data given in certification documents for certified instruments;

Experience of control laboratories’ measurement uncertainties when they calibrate
AMSs (see the 2 approaches described below);

Data from QALZ2 control reports for waste incineration installations in Europe, supplied
by the industrial associations.
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The quality of both the AMSs’ and SRMs’ performances is mainly evaluated through 2
characteristics:

Measurement uncertainty at the ELVs level;

And the ratio between the ELV and the LoQ, a good practice that is not yet applied
everywhere in European Member States, that aims at minimising the risk that an ELV
exceedance is not noticed, or that an ELV exceedance is erroneously detected or to
declare as incompliant an AMS during a QAL?2 test.

Measurement data based on the AMS must comply with the uncertainty requirements of the
IED, which are expressed as 95% confidence intervals on daily ELVS,

As a reminder, two methods are available to estimate measurement uncertainty:

o Firstly, the GUM approach which is to calculate, for each pollutant, the expanded
uncertainty of one measuring system from the evaluation of the uncertainty
components arising from its individual performance characteristics determined by an
independent metrology laboratory, according to EN 15267-3 and EN ISO 14956
(certification process).

o The GUM approach (ISO/IEC Guide 98-3 “Uncertainty of measurement -- Part 3:
Guide to the expression of uncertainty in measurement (GUM: 1995)9), is
systematically applied during the procedure of certification of an AMS (in
accordance with EN 15267-3), in order to estimate the uncertainty of the AMS
before it is put up on the market. The plant owner has to check during the “QAL1”
control (quality assurance procedure for AMS, described in standard EN 14181) that
Ucsumanms < 0,75 Umaxep i.€. that the AMS uncertainty is smaller than 75% of the max
uncertainty given in IED (the additional 25% uncertainties correspond to the
correction of measured values to standardized conditions of pressure, temperature,
02, moisture),

o The GUM approach is also implemented by control laboratories which have to show,
in their on-going process of accreditation, that their measuring system fulfils the
requirement of uncertainty of the standard reference methods (SRMs) used for
periodic measurements and for QAL2. They have to check that Usum,skM < Umax,srum
(for each dELV which applyies to the activity).

The second approach uses the information from Inter-Laboratory Comparisons (ILCs),
where the results of various measurement systems fulfilling the requirements of
uncertainty for standard reference methods (SRMs) and implemented by accredited
control laboratories are compared. It should be noted that this approach is applied today
only for the comparison of different equipment implemented by laboratories of control,
that is to say, for SRMs.

During ILCs, the influencing factors do not all vary or vary in a narrower range than the
default ranges given in EN ISO 14956 Standard (GUM approach) and used during
certification, which should minimise the uncertainty estimate compared to a calculation
with relatively larger ranges. However, since the uncertainty components linked to the
implementation of different “measurement systems” and to the implementation by
different teams of control laboratories have a large influence, the uncertainties estimated
based on the reproducibility variance of the ILCs generally are higher than those given
by the GUM approach, as shown in the summary sheets by substance (see Annex E
and 84). The final estimation of uncertainty using ILCs includes all influencing factors
(see Table below) and therefore provides a more truthful picture of the performance of
measurement systems.
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As an example, in the revised version of EN standard for the determination of dust
concentration (EN 13284-1) an uncertainty requirement of 30% has been fixed. This means
that each accredited laboratory has to show to its accreditation body that it fulfils this
requirement by providing an uncertainty calculation at the lowest daily limit value it can
encounter in its subsequent missions, by using the GUM approach. However, this does not
mean that the actual uncertainty of the SRM used by this laboratory is limited to 30% of this
lowest daily limit value when it is used in the field by several accredited laboratories: indeed,
during the validation of the standard, 4 laboratories were involved, each of them
simultaneously using two sampling systems, working in parallel and the estimation of
expanded uncertainty at 5 mg/m?®was between 50 and 70 %. This means that the estimation
of expanded uncertainty around the IED ELV of 10 mg/m? is approximately 50% to be
compared with a value lower than 30% determined by GUM.

ILCs approach is a necessary complement to the GUM approach:

One measuring system at a time, fulfilling | Several measuring systems fulfilling
the requirement of uncertainty of the | requirements of uncertainty for standard
standard reference methods (SRMs) or to | reference methods (SRMs), implemented in
be used for self-monitoring (AMSSs) parallel by several control laboratories.

Could be applied as well to AMS, even if
not done up to now because not required
Applies to any concentration by the standard and difficult to implement.

Applies to any concentration

‘Quadratic Sum’ of a list of standard | Dispersion of measured values obtained by
uncertainties (equal to the sum of | different measuring systems and accredited
variances) corresponding to standardized | teams on a same flue gas.

ranges of variation of several factors
(voltage, ...)

See EN 15267-3 and EN 1SO14956

See ISO 5725

Does not include uncertainties due to | Includes all sources of uncertainties but
sampling, DAHS (Data Acquisition and | does not cover the full ranges of variation of
Handling System), nor the ones due to | the factors covered in GUM.

human factors. For AMS it also does not
include the uncertainty of the SRM which
is used for the calibration of the AMS.

Possibility to see the relative influence of | Provides an overview of the overall
the different components of standardised | uncertainties.

uncertainty components. . .
y P Considers the influence of human factors,

of using different equipment and of DAHS
(Data Acquisition and Handling System).

Does not consider the uncertainties due | Availability of ILCs on representative
to human factor, variability of equipment | matrices for all parameters. (a real matrix
and DAHS (Data Acquisition and | with hot and wet conditions is highly
Handling System), nor, for AMS, the | recommended).

uncertainty of the SRM used to calibrate
the AMS.

Ref.: DRC-17-168319-02463B Page 15 of 132



Need to model the measurement to | No possibility to quantify the individual
identify  influence parameters  of | contribution of each influence parameter or
measurement and relationship between | metrological performance.

these parameters and the measurand.

Necessity to be able to quantify the
performance characteristics, including the
effect of influencing quantities.

Shows often low uncertainty values | Shows significant higher uncertainty values
compared to the ILCs approach (when ILCs are carried out on actual flue
gases)

The relative uncertainty linked to a measurement result is constant for the upper part of the
concentration range and then grows in a non-linear manner for the lower part when
concentration decreases. This means that if the legislator reduces the ELVs, the associated
uncertainty expressed in relative value shall be increased significantly, thus possibly
preventing available techniques to comply with the requirements of legislation and standards
in respect of uncertainty. The following table summarises the main results of the AMS’s
characteristics in terms of LoQ, and SRMs and AMSs’ uncertainties.

The ELVs and maximum allowed uncertainties taken into consideration in the table are the
Daily ELVs and the 95% confidence intervals that are associated to them in Annex VI of the
IED (on incineration and co-incineration)®. These ELVs are in fact the lowest ones mandated
by the IED, which only sets Daily and Half-hourly ELVs (and in option a 10-min ELV for CO)
for these sectors.

In the framework of a reduction of Daily ELVs, the LoQs and uncertainties are reported, on
one hand, for the median of all the EU-Standard certified AMSs and, on the other hand, for
the 3 best AMSs.

The IED’s SRM uncertainty requirements are also recalled. The comparison between the
relative uncertainties of the AMS and of the SRM, Uaus and Usgwm, allows checking if the pre-
requisite of QAL2 calibration, implicitely described in EN 14181, Usrm << Uaws,* can be
complied with.

It is important to note that, for self-monitoring, only Automated Measuring Systems are used
while SRMs can, depending on the substance, either be “automated” methods using
analysers (02, CO, NOy, TOC) or “manual” methods, involving the collection of the gaseous
or/and particulate phase of the pollutant on appropriate media which are analysed later by a
control laboratory (for dust, HCI, HF, NH3, SO2, Hg, PAH, Dioxins-Furans, PCB).

3 For substances that are also regulated for LCPs, the 95% confidence intervals given in IED Annex V are the same as those
for incineration and co-incineration.

4 The linear regression used for QAL2 tests is the application of the least squares general method which can be applied under
certain conditions (See http://www.inrp.fr/Tecne/Acexosp/Savoirs/Stathtm1.htm). The method only minimises the differences
between the regression line and the experimental points (AMS), thereby following the X axis. This implies that the uncertainty on
the value shown in Y (SRM) must be nil or negligible in comparison of the one of the AMS. This requirement, well-known by
metrologists, is evoked in EN 14181 Standard, among others in notes 2 and 3 of the § 8.6 regarding the variability test:

“NOTE 2: The variability obtained includes uncertainty components associated with the repeatabilities of both the AMS and the
SRM, but not the overall uncertainty of the SRM (therefore an imprecise implementation of the SRM can result in an apparent
poorer variability of the AMS and could result in a false failure of the variability test). The procedure for determination of
uncertainty is not in accordance with GUM (ISO/IEC Guide 98-3).

NOTE 3: This method implies that the quality of the application of the SRM influences the result of the test. It will be noted,
however, that it is the result that determines a pass or failure and that in some cases a better application of the SRM could
change the result from fail to pass.”
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“Min ELV” (5): ELV reachable by best-performing AMSs

“UiLc.srm << Ucenitams” (10): Required condition to make a QAL2 test

Table 1: Study Results Summary®

“Min ELV to comply with Ugum, maxsrm “ (11): ELV for which the uncertainty required by the SRM is actually in robust conditions reached (coming from Inter-Laboratory Comparisons)

1 2 3 4 5 6 7 8 9 10 11 12
Substance| Current AMS’s AMS’s Min ELV = Target Target Min-Med Uic.srm @ UiLc,srm << Min ELV to Conclusion and recommendations
(0) i . . } 9 i
Daily ELV|  oQ®@ LoQmin- (5*LoQmin - Usum.max UsuM, | Ugerirams @ | at current | UYeerirams comply with
@ LoQmed® | 5*LoQmed)® sam @ maxams © ELV Ucum, maxsrm %
co 50 mg/Nm3 0.03-28 0.07 mg/Nm? 0.35 mg/Nm3 6% 7.5% 3.8% 12% No 120 mg/Nm? The (_)bjective of uncertainty of the SRM is not achieved in
practice below 120 mg/Nm?
3 0,
mg/Nm 0.8 mg/Nm? 4.0 mg/Nm?® * 7.4% * p | Search for a better-performing SRM
NOx 200 0.02-8 0.04 mg/Nm? 0.2 mg/Nm? 10% 15% 4.7-91% 6% Yes for C > 75 mg/Nm3 The _objective of uncertgainty of the _SRM is ach_ieved in
75 mg/Nm?3 practice over 75 mg/Nm?® when the ratio NO2/NOx is < 5%.
mgNO2/Nm?® mg/Nm? 0.8 mg/Nm? 4.0 mg/Nm? ? > The higher NO2/NOx is, the bigger the uncertainty.
TOC 10 0.012-0.06 | 0.013 mg/Nm? | 0.065 mg/Nm? 15% 23% 8.7-12.3% 30% No 50 mgC/Nm3 | The objective of uncertainty of the SRM is not achieved in
mgC/Nm3 mgC/Nm3 practice below 50 mg/Nm?
0.04 mgC/Nm?® 0.2 mgC/Nm? ? ? L
>
Dust | 10 mg/Nm? | 0.0002 - 0.9 0.0061 0.035 mg/Nm? 20% 23% 3.3-6.4% 60% No 50 mg/Nm? | The objective of uncertainty of the SRM is not achieved in
? practice below 50 mg/Nm
3 3
mg/Nm mg/Nm 0.3 mg/Nm® > Significantly increase sampled volumes for SRM in order to
0.06 mg/Nm? lower the measurement uncertainty.
No Alternative method available
SO, 50 mg/Nm® | 0.06-3.7 | 0.19 mg/Nm? 0.95 mg/Nm? 20% 15% 4.6 - 10% 16% No 150 mg/Nm? | The objective of uncertainty of the SRM is achieved in
T ? practice above 150 mg/Nm?
3
mg/Nm 0.6 mg/Nm? 3.0 mg/Nm? > If a manual SRM is used, possibility to increase sampling
volume in order to lower the measurement uncertainty.
Alternative automatic methods to the SRM available (Ucum
13%)
Hel 10mg/Nmé | 0.0078 0.019 mg/Nm? 0.095 - 0.9 30% 30% 7.9-11.8% 100% No 50 mg/Nm? The objective of uncertainty of the SRM is not achieved in
. \ ? ? practice below 50 mg/Nm
mg/Nm 0.18 mg/Nm3 mg/Nm > If manual SRM is used, increase significantly the sampling
1.08 volume.

5 Between the first publication of this report (July 2016) and the second (July 2017) a more detailed analysis spread on 3 years of ILCs campaigns was
performed and therefore the values in this table were updated accordingly.
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1 2 3 4 5 6 7 8 9 10 11 12
Substance Current AMS’s AMS’s Min ELV = Target Target Min-Med Uicsrm @ UiLc,srm << Min ELV to Conclusion and recommendations
) i . . ) © i
Daily ELV| | gq®@ LoQmin- (5*LoQmin - Ugum,max UsuM. | Ugeritams @ | at current | Yeeritams comply with
@ LoQmed ® | 5*LoQmed)® srm @ maxams © ELV Usum, maxsru 19
mg/Nm? A validation of an automatic measurement method

(TS 16429) is in progress and may reduce the uncertainty
level .

“Min ELV” (5): ELV reachable by best-performing AMSs

“UiLc.srm << Uceriitams” (10): Required condition to make a QAL2 test

Table 2: Study Results Summary

“Min ELV to comply with Ugum, maxsrm “ (11): ELV for which the uncertainty required by the SRM is actually in robust conditions reached (coming from Inter-Laboratory Comparisons)

1 2 3 4 5 6 7 8 9 10 11 12
Substance| Current AMS’s AMS’s Min ELV = Target Target Min-Med Uicsrm @ UiLcsrm << Min ELV to Conclusion and recommendations
0) i . . } 9 i
Daily ELV|  oQ®@ LoQmin- (5*LoQmin - Usum.max UsuM, | Ugerirams @ | at current | UYeerirams comply with
W LoQmed® | 5*LoQmed)® srm © maxams & ELV Usum, maxsrm 1%
HF 1mg/Nm® | 0.006-0.2 | 0.025-0.096 0.125-0.48 2006 30% 10.7 - 24.6% no data No No robust data available.
3 3 3 . Changing the SRM is not possible. Increasing the samples
mg/Nm mg/Nm mg/Nm ayailable > volumes for the SRM will reduce the LoQ and the
*daci uncertainty; but the targets will remain difficult to fulfil with a
desirable Daily ELV = 1 mg/Nm3
No IED ELV, iacti i ; i i
NH: | gv ofter] 0.012-0.88 | 0.037-0.21 0.185- 1.05 2096 30% 5.4-9.4% 100% No 50 mg/Nmé | The objective of uncertainty of the SRM is not achieved in
found (cf. § ? practice on the studied range 0-50 mg/Nm
. 3 3 3
4.1.9): mg/Nm mg/Nm mg/Nm ? » Increasing the sampling volumes for SRM will reduce the
10 mg/Nm?® *desirable LoQ and the uncertainty.
In France: To fulfil targets at a Daily ELV = 10 mg/Nm3, a solution may
30 mg/Nm? be to use an automatic TDLAS method with a reliable
calibration instead of the SRM.
Hg 50 pg/Nm3 0.02-0.7 0.10-0.14 05-0.7 ug/Nm3 _ _ 7.8-9.6% 30% No _ AlthOUgh no criterion is_fixed, the manual SRM’s uncertainFy
level at the current Daily ELV level (30% at 50 pg/Nm3) is
(periodic) Hg/Nm?® ug/Nm?® high. Increasing sampling times would lower the uncertainty.
Alternative manual methods with solid absorbing traps
should allow a much larger gas volume sampling and thus
lower significantly the uncertainties (method under
developpement in CEN TC264 WGS).
PAH _ _ _ _ _ _ _ Cf.§4.1.11 _ No AMS. Too little information to make recommendations.
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©): To ease understanding, find for instance at § 4.1.2 (CO) references to the columns of this table and explanations on how the figures have been calculated (for CO).
@: Daily Emission Limit Value from IED (Industrial Emissions Directive) Annex V1. The Daily ELVs are generally the lowest ELVs and it is why the IED requires to prove that the
uncertainty requirements are fulfilled at the level of daily ELVs.

@ Ranges of EU Standard-certified AMS’s (Automated Measuring Systems) Limits of Quantification (LoQs).
®): LoQmin: Average of LoQs from the 3 EU Standard-certified AMSs with the lowest LoQs.
LoQmed: Median of LoQs from all EU Standard-certified AMSs.
@: Minimum ELV for LoQmin and LoQmed, on the basis that it should not be under 5 times the AMS’s LoQ (cf. § 2.3.2).

©): SRM'’s relative expanded uncertainty target, as defined in the Standard describing the SRM or in the draft revised Standard for Dust (cf. § 2.3.3), or desirable in the cases of
HF and NHs, substances for which the measurement method Standard does not set an uncertainty requirement.

®): AMS’s relative expanded uncertainty target from EN 15267 Standard, corresponding to 75% of the confidence interval set by the IED (cf. § 2.3.3).

(™: EN 15267-certified instruments’ relative expanded uncertainties (estimated by an uncertainty budget approach). Minimum value of expanded uncertainty of certified AMSs,
taken equal to the average of the 3 lowest expanded uncertainties. Median values of expanded uncertainties of certified AMSs.

®); Expanded uncertainty coming from ILCs (Inter-Laboratory Comparisons) organised by INERIS of for Standards validation (cf. summary sheets in Annex E and in § 4),
therefore when various laboratories implement the method on site.

©): Fulfilment of the condition that the SRM’s uncertainty must be significantly lower than that of the AMS (cf. § 2.3.3).
(19): Minimum ELV fulfilling the SRM’s uncertainty target set in the Standard describing the SRM.

Colour code in Table 1
Red: describes a non-satisfactory situation, such as:

- UiLc,srm is higher than Ucum,srm mandated by the SRM at the current Daily ELV, the second to last column shows from which concentration the SRM'’s requirement is not
fulfilled anymore.

- The UiLc,srm << Ucertitams condition, necessary for a reliable calibration function, is not fulfilled.

Green: describes a satisfactory situation, such as:

- UiLc,srm is lower than Usum,srm mandated by the SRM at the current Daily ELV, the second to last column shows from which concentration the SRM’s requirement is
fulfilled.

- The UiLc,srm << Ucertit,ams condition, necessary for a reliable calibration function, is fulfilled.
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Table 1 shows that the performance of SRMs are often not as good as it is required and
therefore, for installed AMS (that must be calibrated using SRM) it proves remaining
challenging to comply with uncertainty requirements in some cases:

e As mentioned above, using an ordinary least squares slope for AMS calibration by
SRM implies having SRMs with much lower uncertainties than the ones required by
the IED for the values given by the AMS. However, given thus the collected data, this
prerequisite for calibration is not fulfilled (except for NO), impacting the quality of
current QAL2 results. The non-respect of this rule causes a calibration of poor quality
and therefore a higher uncertainty of the measurements given by the AMS.
Nevertheless, European experts chose as SRMs the most performing methods
available at the time of writing the European Standards.
For some substances, CO, TOC, Dust, HCI, HF or NHs, the actual uncertainty of the
SRM (estimated from ILCs) at the current Daily ELVs is higher than the uncertainty
required in the standard describing the reference method. This shows that the GUM
approach, which assesses the suitability of the measuring system according to the
SRM, does not reflect the actual uncertainty in the field. This real uncertainty affects
the quality of the QAL 2 performed®.

This situation can be solved in some cases by improving or changing the SRMs. However:

e There is no alternative for TOC, for which the FID method has been the reference for
decades and it is unclear whether another index, infrared for instance, would limit the
uncertainty.

e For substances in particulate-form, Dust and HF, and the other substances for which
the SRM is manual, an improvement consists in significantly increasing the sampled
volumes. As a reminder, increasing sampling time enables increasing the sampled
gas’ volume and increasing the quantity of trapped substance, thus reducing
respectively the relative uncertainty associated with the sampled gas’ volume and
with the analysis’ result, and hence of the measured concentration. However, when
referring to the Horwitz Model, which links the relative reliability figures in an analysis
method to the analyte’s concentration, multiplying the sampling time by 4 provides an
improvement of only 20% of the measurement uncertainty. On the other hand, if
longer-time compliance and QAL2 checks were applied, then the number of samples
taken should be limited so that the costs of these operations would not raise unduly
(the EN 13284 Standard “Determination of low range mass concentration of dust —
Part 2, AMS” accepts QAL2 comparisons with 5 long-term measurements instead of
15).

e For SOy, there is an alternative to the EN 14791 method (Determination of mass
concentration of sulphur dioxide. Reference method), which is the use of an
automated analyser: a CEN TC 264 WG 16 technical specification is being finalised
on this topic.

e For HCI and NHj3, it would be good to use an alternative to methods described in the
EN 1911 (Determination of mass concentration of gaseous chlorides expressed as
HCI. Standard reference method) and NF X 43-303 (Ammonia (NHz) Determination)
Standards. The EN TS 16429 (Sampling and determination of hydrogen chloride
content in ducts and stacks. Infrared analytical technique) describing the automatic
method for HCI was drafted and its validation is ongoing.

6 No exercise of inter-laboratories comparisons concerning the calibration QAL2 of AMS having been realized in Europe, it is
difficult to know the risk led by the uncertainty associated to measures of the SRM on the conclusions of conformity of the AMS
during the operations QAL2 and AST.
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We have shown that the relative uncertainties of measurements increase when the
concentrations are decreasing. Caution is necessary when SRM or AMS data are used
as benchmarking if emission levels are low because the uncertainty can be very high in
relative value.

Also, the uncertainty linked to an individual measurement from an AMS calibrated through a
QAL2 does not take into account:

- the intra and inter laboratories’ variabilities which both are influence factors;
- the potential bias linked with the AMS data transfer to the data handling system;

- the uncertainty linked to data handling (potential moisture, temperature, pressure and
oxygen content corrections with data that is not always calibrated).

It should be noted that EN 14181 provides a variability test to ensure that the uncertainty at
the daily ELV is lower than the maximum uncertainty allowed by IED. However, because of
the nature of the variability test formula, when the measured concentrations are much lower
than ELV, the variability test always passes, even if values are very scattered. In other
words, the fact that the variability test is successful gives no information on the actual
uncertainty when emission concentrations are much lower than the ELV.

As it can be seen in Annex A of the report thishappened for many calibration tests of the
QAL2 reports which were investigated in the study for which the measured concentrations
were very low: although the calculated calibration functions do not show good correlations
sometimes, the variability tests were always satisfied: for example if a daily ELV equals to 10
mg/Nm?® with related maximum uncertainty of 20%, then the variability test will accept a
difference of up to 2 mg/Nm? between the reading of AMS and the value measured by the
SRM which, for instance, could be 3 mg/Nmé. In this case:

- the uncertainty level at 3 mg/Nm? is much higher than 20% (2/3 = 67%)

- and since it provides no information on the differences between AMS and SRM readings at
10 mg/Nm? the test does not give any idea on the level of uncertainty actually performed at
10 mg/Nm3,

It is also important to note that for certain substances that are not continuously monitored by
an AMS, the values given by the operator are based on one or two periodic measurements
obtained with SRM during the year. In these conditions, it is difficult to assess their time
representativeness and hence to consider their impact on the associated measurement
uncertainty.

In SRM test reports they produce, most control laboratories give uncertainties calculated with
a GUM approach. They do not include the differences due to the different equipments used
by control organisations or due to the human factor in their estimation. This often leads to an
important underestimation of the displayed uncertainty compared to the real uncertainty.

In conclusion, it is important to be very cautious when handling data from AMSs or SRM’s,
and reporting to the competent authorities, because:
- the measurement uncertainty associated with these AMSs’ data is in general not given,

- or the one evaluated for a periodic measurement is underestimated because of the
additional contributions mentioned above.

Since the uncertainty associated to a given concentration becomes higher — as a relative
value — when the measurements are close to 0, decision-makers have to be cautious when
interpreting the data or when fixing new ELVs. An adequate level of uncertainty must be
associated to these new ELVs. We must note that the compliance of an installation or the
accuracy of an AMS will be more difficult to assess if ELVs decrease.

Ref.: DRC-17-168319-02463B Page 21 of 132



Any lowering of the Daily ELVs using the same measuring methods may lead to a higher risk
of invalidation of the installation or of the installation’s AMS. New reference methods for
control organisations must be found to reduce these risks. Alternatively, standards can
support the new legislation.

New technologies for automatic SRMs are already emerging and could decrease the
measurement expanded uncertainty, in particular, when they can supersede manual
methods. For manual methods, to lower measurement uncertainty and to reach the objective
of uncertainty of the SRM, a very significant increase in sampling times is necessary or/and
an improvement of the collection media must be found, which often will lead to a cost impact
on services provided by control organisations. For substances for which it is not possible to
get varied concentration levels during QAL 2, a calibration with a reduced number of parallel
measurements (AMS/SRM) could be considered (e.g. 5 instead of 15), which would not
affect too much the robustness of the calibration lines thus obtained. This would require a
modification of EN 14181.

This study, through examining about 40 QAL2 reports carried out in Europe, provides the

following findings:

- The QAL2 test aims at ensuring that the AMS is reliable (in terms of repeatability and
trueness) under real, on-site operating conditions, and that it complies with the required
uncertainty at the Daily ELV level. The variability test on the QAL2 test is meaningful
only if there are enough data near the Daily ELV. If, during the QAL2 step, it was not
possible to vary the concentrations and if the tested level remains low, the differences
between the AMS and SRM measurements may become important in relative value (for
instance, differences of the same magnitude as the measured concentrations). However,
these differences will remain low in absolute values compared to the Daily ELV and the
test will still be fulfilled.

- In the case where the cloud of points is at low concentration levels, the test is irrelevant
because one cannot conclude on the behaviour of the equipment with measurements
near the Daily ELV. For this reason, where concentrations are under 30% of the Daily
ELV, the French Guide FD X 43-132 proposes, for the determination of the calibration
function, to combine with AMS/SRM data those obtained when a span gas is injected to
the AMS at zero and another one at the concentration of the Daily ELV. Thus, required
uncertainty at the Daily ELV will be better respected and the AMS will more likely show a
correct value around the daily ELV, if the installation was to emit at this level of
concentration. A similar procedure (known as method C) is provided in the revised
version of Standard EN 14181 (December 2014). It is important to note that using span
gas does not help improving the uncertainty at very low concentrations where the effect
of interfering substances can be significant. A selection of graphs presenting the
measurements [AMS;SRM] during QAL2 controls and calibration lines can be found in
Annex C. They highlight the important increase and difference in measurement results
between AMS and SRM in relative value when concentrations are much lower than IED
daily ELVs.

- Laboratories already often use -calibration gases in combination with results of
comparison (AMS/SRM), and sometimes more extensively than what is allowed by EN
14181, e.g. at concentrations much higher than the daily ELV. There are some
limitations to the use of calibration gases, mainly because they may not exist at very low
concentrations and that diluting a calibration gas with a level of concentration would
introduce an additional source of uncertainty. Moreover, using reference materials is not
always possible, e.g. for dust calibrations.
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When reference materials exist and when the level of emission concentration is very low
compared to ELV, a combination of the results of a limited number of measurement
results (AMS/SRM) and of the results of the adjustment of the AMS by the reference
material is an acceptable procedure to obtain a realistic calibration function (see EN
14181 § 6.4.3 c). But the use of reference material only, which was the common practice
before EN 14181 was launched, is no more accepted by this standard.

Clarification

1) As indicated above, the values shown as minimum ELV for compliance with the Ugum,srm
rule (see 11" column of table 1) are those obtained during Inter-Laboratory Comparisons
organized on the INERIS test bench (See § 2.1.3).

The last columns of tables 1 and 2 conclude on the quality of the SRM at the existing ELV
and provide recommendations to reduce the current Usuwm,srm UNcertainty levels.

2) A high measurement uncertainty is observed at significantly lower concentrations than the
IED’s ELVs; it would not fulfil the IED’s and SRM standards requirements in terms of
confidence intervals if the ELVs were lowered at those emission levels with the same
uncertainty requirements.

However, despite a higher uncertainty level than the one targeted in the Standards, given
that the measured concentration levels are far lower than the IED’s ELVs, there is no
concern on the effective compliance with those ELVs.
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2. BRIEF BACKGROUND ON MEASUREMENT METHODS’
PERFORMANCES

Both AMS and SRM measurement quality performances are based on:
- Daily ELV measurement uncertainties;
- Ratio between the ELV and the LoQ.

The main requirement for SRM, is to ensure that the supplied measurements, used among
others to check an installation’s compliance with ELVs, contain an “acceptable” uncertainty.
For AMS, the main requirement is that the supplied measurements corrected by the
calibration function fulfil the uncertainties required by legislation. For a given substance, an
SRM'’s acceptable uncertainty level comes from the necessity that the uncertainty is
significantly lower than the uncertainty required for the AMS by the IED. It is hence a
mathematical pre-requisite to enable calibrating the AMS in comparison with SRM. The
ISO 11095 “Linear calibration using reference materials” Standard, on which the EN 14181
Standard is based, indeed assumes that there is no error in the reference materials’ values
(for QAL2 controls, the SRMs are used as “reference materials”), a hypothesis validated if
the reference material’s uncertainty — that of the SRM — is significantly lower, compared to
the errors of these materials’s measured values (i.e. AMS’ values).

2.1 ABOUT UNCERTAINTY ESTIMATION METHODS

Measurement uncertainty is a parameter associated with the measurement result, which
characterizes the dispersion of values that may be attributed to the measurand (quantity to
be measured: concentration, flow, etc.). This parameter characterizes the quality of the
measuring system implemented to determine the measurand. To guarantee this quality:

- the European Commission has fixed maximum uncertainties for emission values
measured by plants to control and monitor their emissions to the atmosphere, and has
mandated CEN to define the different quality assurance levels necessary to achieve this
objective (QAL1, QAL2, QAL3 and AST of EN 14181).

- each SRM (Standard Reference Method) used for periodic measurements of emissions
from stationary sources or calibration of AMS (Automated Measuring Systems), has,
according to the standard which defines it, to meet a fixed maximum uncertainty
objective.

The compliance with these objectives must be demonstrated at the lowest emission limit
value which applies to the plant where the characterization takes place.

How to determine the uncertainty linked to a measurement result?

To determine this uncertainty, a precise definition of the measurand is necessary, as well as
the knowledge of all parameters that can influence the measurand.

Following is a description of 2 widely used approaches to assess measurement uncertainty
in the field of stationary sources.
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2.1.2 PROPAGATION OF UNCERTAINTY APPROACH, DESCRIBED IN EN ISO 14956 OR
ISO/IEC GUIDE 98-3 (GUM: GUIDE TO THE EXPRESSION OF UNCERTAINTY)

This approach is implemended to estimate the measurement uncertainty of AMS.

The suitability evaluation of an AMS and its operating procedure are described in EN 15267-
37 and EN ISO 149568 where a methodology is given for calculating the expanded
uncertainty (total uncertainty) of concentrations measured by AMS.

This uncertainty calculation approach is commonly called a “GUM approach” which provides
an uncertainty calculation for the specific measurement system.

This expanded uncertainty is calculated from the identification of all components that
influence the measurement (often called the uncertainty budget), and a quantification of the
uncertainty associated to each component. The method includes many sources of
uncertainties with a large range of variation of influence factors but not the human factor, not
considered because it would require tests of implementation by users (which is not possible
in particular in case of certification).

Variability of equipment, and DAHS (Data Acquisition and Handling System) in case of
automated methods, are not either taken into account. Thus:

- the uncertainty is estimated for the studied AMS, only;

- data are recorded and handled, but the performance of the AMSs is evaluated only
for the measurement equipment and the associated sampling line when the
measurement is extractive; the influence of the acquisition and handling system is not
included in the uncertainty budget.

The certification process described by the EN 15267 Standards series provides in Part 3 the
conditions of tests (procedures, number of tests, levels of concentration and values of the
influence parameters) to determine the AMSs’ performance characteristics. These
characteristics are determined by an accredited body that is independent of the
measurement system supplier / manufacturer.

This GUM approach is implemented during the procedure of certification of AMSs for the
QAL1 control (Quality Assurance Level 1) to check the conformity of the AMS with the
regulatory requirement of uncertainty. A more precise calculation may be carried out by the
plant owner who wants to determine an estimate corresponding to its own plant or willing to
demonstrate that — at the requested emission limit value level - his Automated Measurement
System is fit for controlling and monitoring emissions to the atmosphere with the appropriate
level of uncertainty fixed by IED.

This GUM procedure is also applied by control laboratories involved in periodic
measurements which, in their on-going process of accreditation, must estimate the
uncertainty associated to their results when they implement a SRM, and to demonstrate the
conformity of their implementation of the SRM to the uncertainty criteria defined in the SRMs
that they use for periodic measurements and for QAL2 calibration.

The compliance with the objectives of uncertainty for AMS and SRM must be demonstrated
at the level of the lowest emission limit value which apply to the plant where the
characterization takes place.

7 EN 15267-3 "Air quality — Certification of automated measuring systems — Part 3: Performance criteria and test procedures
for automated measuring systems for monitoring emissions from stationary sources”: defines the performance criteria and test
procedures for performance testing of AMS used to monitor emissions from stationary sources

8 EN ISO 14956 "Air quality — Evaluation of the suitability of a measurement procedure by comparison with a required
measurement uncertainty”: specifies the procedures to determine the measurement uncertainty of an individual measurement
result, using relevant performance characteristics of the measuring method, and to check compliance with the requirements of
the measuring task
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Modelling Equation

The first step is to determine the modelling equation. The modelling equation describes the
mathematical relation between the measurand (the considered substance’s concentration)
and all parameters influencing the measurement result.

The modelling function is used to calculate the measurement result, based on measured
values and to obtain the standard uncertainty, composed of the measurement result to which
the propagation of uncertainty is applied.

The modelling equation relative to the C

pollutant’s volume concentration can be

pollutant

expressed as a sum of C; individual contributions, as given in Formula (1):

N
Cpollutant = ch (1)
i=1

Ci individual contributions stand for volume concentration read by the analyser and the
corrections linked with the biases due to the analyser’'s performance characteristics and to
the influence quantities.

The certification process described by the EN 15267 Standards series provides the
parameters to determine the AMSs’ characteristics. These characteristics are determined by
an accredited body that is independent of the measurement system supplier. The usually-
determined characteristics are given in the following table.

Table 3: C; contributions to measurement uncertainty

Performance characteristic Symbol Standard
Uncertainty
Ci Ui
Volume concentration signal from analyser Csig Usig
Repeatability C Ur =S¢
Lack of fit Cof Ulof
Zero drift Cu,z Ud,z
Span drift Cas Ud,s
Cross-sensitivity (interference) Ci Ui
Influence of ambient temperature at span Ct Ut
Influence of atmospheric pressure at span Cap Uap
Influence of sample gas pressure Co Up
Influence of sample gas flow (off Ud
Influence of supply voltage Cv Uy
Adjustment (span gas) Cadjust Uadjust

Combined standard uncertainty
The C pollutant’s concentration’s combined standard uncertainty uc(Cpollutant)

obtained by applying the propagation of uncertainty to the uncertainty Formula (1), leading to
the quadratic sum (sum of squares) of u; standard uncertainties shown in Table 3:

is

pollutant
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i=1 aC|

Contributions to the u; uncertainty are quantified based on the measurement system’s
performances, on repeated measurement’s dispersion data, on influence quantities data or
on data provided by the calibration certificates.

2
uc(CpoIIutant): i (Mj UZ(Ci)

Expanded uncertainty

In general, the uncertainty linked to the measurement result is expressed as an expanded
uncertainty corresponding to the combined standard uncertainty multiplied by a coverage
factor k. The coverage factor’s value is chosen based on the confidence level required for the
interval Cpollutam_U(Cpollutam) tO Cpollutant+U(Cpollutant)'

One can assume that in most cases using a factor k = 2.0 gives an interval with a confidence
level of about 95% (note that this is approximately twice the standard deviation of dispersion,
corresponding to half a confidence interval of 95.45% in the case of a standard distribution of
measurement values).

The U(Cpouuant) expanded uncertainty of the C

determined through Formula (35:
U (Cpollutant = 2 uc (Cpollutant

pollutant’s volume concentration is then

pollutant

®3)
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2.1.4 INTER-LABORATORY COMPARISON APPROACH DESCRIBED IN ISO 5725 (ACCURACY
OF MEASUREMENT METHODS) AND IN EN 17043 AND ISO 13528 (PROFICIENCY TESTING BY
INTERLABORATORY COMPARISON)

An inter-laboratories comparison consists of the simultaneous implementation by the
participants, of measurement systems which comply with the SRMs standards.

As far as possible the comparisons must be performed on the most representative possible
matrices of those met on-site. Different levels of concentrations are provided to obtain an
estimation of the uncertainty at various concentrations.

Participants are generally required to simultaneously implement two measurement systems
to determine their intra-laboratory variance and the average repeatability variance of
participants. Repeatability and inter-laboratory variances are combined to determine the
reproducibility variance from which is calculated an estimate of the actual uncertainty of the
results obtained with the SRM.

Simultaneous patrticipation of many control bodies also allows determining the measurement
s . 2 . . 2 -
method’s reproducibility variance SRJ- for a j concentration level, based on Srj repeatability

. 2 . . . .
variance and the SLJ- inter-laboratory variance. During Inter-Laboratory Comparisons

organised by INERIS®, repeatability and inter-laboratory variabilities variances are
determined by a robust estimation following the ISO 5725-5 Standard’s procedure.

Sg2=S,2+35,2 (4)

U, the expanded uncertainty measurement is estimated from the reproducibility variance at
the j concentration level is given by Equation (5):
U= t1 x S )

o

e

2
freedom; we take o =0.05 for a 95% confidence interval.

where  is the fractile of order (1_02‘] of the Student Law at (p-1) degrees of

% In the field of stationary sources emissions, INERIS is mandated by the French ministry of Environment to organise

interlaboratory comparisons (ILCs) on a test bench during which the participants implement the standardised monitoring
reference methods, "automated methods" by means of specific gas analysers, and “manual methods” including a sampling
phase on an appropriate material and a post analysis by an analytical laboratory,

The ILCs are made in the frameworlk of issuing approval certificates to accredited bodies carrying out the regulatory controls of
air emissions from installations classified for environment.

The INERIS test bench generates combustion gas which can be heated, moisted and more or less enriched in different
pollutants. This provides the ability to reproduce sampling in conditions of real materials and to simulate for instance gases
generated by combustion plants or incineration plants. The gas used are produced by fuel-oil- natural gas- or biomass-fired
furnaces.

The aim of tese ILCs is also to maintain or improve the quality of services provided by the participant bodies which are
challenged not only to show that they know well the standards and reference rules but also that they actually master their
implementation.

The bench can accomodate 12 participants at a time. A statistical analysis of the participants’ data allows to evaluate the
repetability and reproducibility confidence intervals of the implemented reference methods at different concentration levels. The
participants’ measurement bias is calculated by means of performance statistics as well as a benchmark of their results versus
the reference value. Finally, suspicious values can be identified by outliers testing
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2.1.5 COMPLEMENTARY APPROACHES

ILCs approach is a necessary complement to the GUM approach:

One measuring system at a time, fulfilling
the requirement of uncertainty of the
standard reference methods (SRMs) or to
be used for self-monitoring (AMSSs)

Applies to any concentration

‘Quadratic Sum’ of a list of standard
uncertainties (equal to the sum of
variances) associated to metrological
performances and to influence
parameters, applying standardized
ranges of variation of several factors
(voltage, ...)

See EN 15267-3 and EN 1SO14956

Does not include uncertainties due to
DAHS (Data Acquisition and Handling
System), nor the ones due to human
factors. For AMS it also does not include
the uncertainty of the SRM which is used
for the calibration of the AMS

Possibility to see the relative influence of
the different components of standardised
uncertainties

Does not consider the uncertainties due
to human factor, variability of equipment
and DAHS (Data Acquisition and
Handling System), nor, for AMS, the
uncertainty of the SRM used to calibrate
the AMS.

Need to model the measurement and to
identify  influence parameters  of
measurement and relationship between
these parameters and the measurand.
Necessity to be able to quantify the
performance characteristics, including the
effect of influencing quantities

Ref.: DRC-17-168319-02463B

Several measuring systems, fulfilling
requirements of uncertainty for standard
reference methods (SRMs) implemented in
parallel by several control laboratories.

Could be applied as well to AMS, even if
not done up to now because not required
by the standard and difficult to implement.

Applies to any concentration

Dispersion of measured values obtained by
different measuring systems and accredited
teams on a same flue gas.

See ISO 5725

Includes all sources of uncertainties but
does not cover the full ranges of variation of
the influence factors covered in GUM.

Provides an overview of the overall

uncertainties.

Considers the influence of human factors,
of using different equipment and of DAHS
(Data Acquisition and Handling System)

Availability of ILCs on representative
matrices for all parameters. (a real matrix
with hot and wet conditions is highly
recommended)

No possibility to quantify the individual
contribution of each influence parameter or
metrological performance
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Shows often lower uncertainty values Shows significant higher uncertainty values
than that of the ILCs ‘approach (when ILCs are carried out on actual flue
gases)

Comments on Propagation of Uncertainty law approach (GUM)

The approach described in the GUM which is to use the characterisation results of a unique
measurement system does not consider the human factor, which reflects the variability linked
with a procedure executed by various persons or teams. This minimises the uncertainty
where many teams are likely to intervene and could lead, in extreme cases, to erroneously
invalidate an AMS (for instance if an AST is made by another organisation than that which
performed the QAL2).

This uncertainty calculation approach (GUM) is systematically applied for AMS during QAL1
as well as for SRMs. For “automatic’ SRMs (called P-AMS), those made with an analyser
(02, CO, NOx, VOC), performance characteristics considered are roughly the same as for
AMS, listed in Table 3 but the performance criteria given in the measurement method
Standards or in the EN 15267-4 are more challenging than those usable for AMSs (EN
15267-3). For “manual” SRMs, those involving a sampling on a specific trapping device that
is later analysed in a control laboratory (for dust, HCI, HF, NHs;, SO,, Hg, PAH, Dioxins-
Furans, PCB), the performance characteristics considered are those from the equipment that
enables determining the volume of sampled gas, as well as those of the analysis.

For AMSs, the uncertainty calculation is made by certification bodies who do not know on
which site the AMS will be installed (QAL1). The influence variation factors are hence
maximised as well as the uncertainty resulting from it and from the instruments’ certificates
(cf. influence parameters’ default variation table, given in the EN ISO 14956 Standard). On a
given site, the influence factors’ variations can be more limited (for instance, concerning the
ambient air temperature, supply voltage or other interferences), thus reducing the determined
uncertainty.

For SRMs, the laboratory can potentially detail the influence parameters’ variation ranges
according to the site, when they are known.

Inter-Laboratory Comparison approach (ILCs)
This approach is in fact only used for SRMs.

The Inter-Laboratory approach, by definition, considers the variability of the intervening
teams and of the used equipment. These equipments must individually fulfil performance
criteria fixed by the Standards describing the measurement method, as indicated before. But
within the compliance range, the performances and influence parameters sensitivities may
differ from one equipment to the other, thus increasing the inter-laboratory variability.

However, during Inter-Laboratory Comparisons, the influence factors do not all vary or vary
in a lower range than the default variation ranges mentioned in the EN 1SO 14956 Standard
(GUM approach) and applied upon certification, which reduces the uncertainty compared to a
calculation of relatively large variation ranges.

In practice, the uncertainty components linked to the different “equipment” used by
participants, and to the “human factor”, have a strong influence; and the uncertainties
estimated from the inter-laboratory comparisons’ reproducibilities are generally higher than
those given by the GUM approach, as show the summary sheets by substance (cf. Chapter 4
and Annex E).
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2.1.6 CONTROL BODIES’ PRACTICES WHEN SUPPLYING UNCERTAINTIES IN THEIR TEST
REPORTS

Virtually all control bodies (laboratories) show uncertainties calculated on an uncertainty
budget (i.e. according to the GUM approach, combining uncertainties linked with various
influence parameters to the method’s performances) in their test reports. Indeed, they do not
include differences linked to DAHS, equipment or human factor in their estimation, which
often leads to an important underestimation of the displayed uncertainty compared to the
effective uncertainty. Some control bodies propose a calculation made for each
concentration result and for each measured parameter. Others show uncertainty tables per
covered concentration range.

Very few control bodies show uncertainty estimation tables linked to the concentration level
coming from the Inter-Laboratory Comparisons connected to the validation of an EU
Standard or from Inter-Laboratory Comparisons organised for instance by INERIS (F), TNO
(B) or HLUG (D) and which they took part in,. These uncertainty levels are significantly more
important than those obtained by uncertainty budgets (GUM), explaining that the latter are
the ones supplied to clients in the laboratory reports.

Finally, the Inter-Laboratory Comparisons’ philosophies vary from country to country. The
INERIS test bench generates real, hot, humid emissions, enriched (spiking) with the target
compounds. The laboratories’ result dispersions and hence the resulting estimated
uncertainties are more important than those obtained on TNO or HLUG test bench, where
the substances to be measured are often generated one by one in simple air, which masks
some interfering effects, and at a close to ambient temperature, avoiding for instance the
condensation risks when sampling, and hence losses of some compounds (see 3.1.2 for
more info on INERIS test bench).

2.1.7 QUALITY OF DATA GIVEN TO AUTHORITIES BY OPERATORS

We can easily estimate the uncertainty linked to an_individual measurement given by an
AMS. The GUM approach allows checking that the uncertainty is under 75% of the maximum
uncertainty required by the IED at the current Daily ELVs. The EN 15267-3 standard indeed
requires that a margin of at least 25 % of the accepted maximal uncertainty is allocated to
the contributions to the uncertainty of the site peripheral measurement (pressure,
temperature, determination of the content in vapour of water and oxygen, the results of which
are used to pass from a concentration expressed on the real conditions in concentrations
expressed in the reference conditions). Another requirement of this standard is to take into
account the AMS’ implementation on site (for instance, the fact that measurement is made in
one point of the measurement section for Dust).

The QAL2 calibration in principle globally validates that this level is respected at the level of
the Daily ELV under site operating conditions. However, Inter-Laboratory trials carried out on
similar measurement systems operated by control laboratories (when the SRM is an
automatic method) show that the uncertainty can grow significantly, as a relative value, when
the concentration level decreases (cf. the following example for CO).
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Figure 1: Evolution of the relative expanded uncertainty in function of the concentration.
Example of ILCs on CO (INERIS test bench, 9 campaigns 2013-2015).

Note: The results shown in Figure 1 are resulting from INERIS’ Interlaboratory comparisons. Each of
the 9 weeks, 10 to 12 different laboratories were implementing between 20 and 24 different SRM
equipment at different concentrations. Each point on the figure corresponds to the average of the
relative expanded uncertainty obtained by those 20 to 24 SRMs. When the concentration decreases,
the relative uncertainty increases. The red horizontal line recalls the maximum relative uncertainty
required by the SRM standard for CO (EN 15058).

Since concentration levels given by AMSs on site, are nearly always below the Daily ELV,
each individual measurement may include a significantly higher uncertainty, in relative value,
than the level required by the IED at the Daily ELV. The above example shows that the
relative uncertainty at 10 mg/Nm3 is almost 4 times as big as at the Daily ELV of 50 mg/Nm3.

We know, however, that the uncertainty linked to an individual measurement does not take
into account in the QAL2 calibration operations:

- the intra-laboratory variability of the “control body” that did the site calibration (estimated
during ILCs by the interlaboratory variance), and the inter-laboratory variability with
regard to other laboratories,

- the potential bias linked with the AMS data transfer to the data logger;

- the uncertainty linked to data handling (potential moisture, temperature, pressure and
oxygen content corrections with data that is not always calibrated).

It is also important to note that for certain substances that are not continuously monitored by
an AMS, the values given by the operator are based on one or two periodic measurements a
year obtained with SRM. In these conditions, it is difficult to assess their time
representativeness and hence to consider their impact in the associated measurement
uncertainty.
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In conclusion, because of the widespread underestimation of uncertainties, a great care must
be paid particularly when data much lower than the existing ELVs are used to set future
limits, whatever the method used to measure them, e.g. from AMS’s or SRM’s. Particular
care should be used on very low operational emission data since the uncertainty associated
with tthis data is commonly not known/reported.

2.2 ABOUT LOQ DETERMINATION

Various Limit of Quantification (LoQ) method definitions exist. They are not all exactly
identical, but mainly LoQ corresponds to the smallest value of a measurand that can be
gquantitatively determined in defined measurement conditions, with a defined uncertainty.

2.2.1 MANUAL METHODS (SRM)

For manual methods, the LoQ of the method is calculated based on the LoQ of the analysis
part (noted LoQanaysis) divided by the volume V of the sampled gas expressed in the ELV

conditions.
LOQanaIysis

LoQ = VR (6)

The measurement LoQ can therefore be lowered by increasing the sampled gas volume,
which often requires increasing the sampling time.

A presumed value for the analytical LoQ can be determined by applying the formula:
LoQanatysis = 10 X Sro + Cavg,blank (")

Where Sro is the blank values’ dispersion standard deviation and Caygpiank iS the average of
the blank values.
In most cases, Cavwgplank IS Negligible compared to 10 x Sro, leading to:

LOQanalysis = 10 X Sl’o (8)

2.2.2 AUTOMATIC METHODS (SRM AND AMS)

For the automatic methods, the LoQ are determined following the EN 15267-3 or 4 Standard:
LoQ =4xSrg (9)

Where Sry is the zero-repeatability standard deviation.

2.3 GOOD PRACTICES

2.3.1 UNCERTAINTIES FIXED TO THE LOQ

The NF T 90-210 Standard recommends that, after having estimated the LoQ according to
what is described in § 2.2.1, at this level of concentration, the estimated LoQ * 2.S,0¢ (Stog:
standard deviation of estimated LoQ), be within [LoQ + 60% LoQ]. The 60% value was
defined by convention in this Standard. If this is not the case, the selected LoQ is the
concentration level fulfilling the requirement that the uncertainty is smaller or equal to 60%.
Some European Standards for the methods selected as reference for air emission
measurements refer to a water analysis Standard because many gaseous substances are
trapped in aqueous solutions. Therefore, it is possible that the NF T 90-210 Standard’s
procedure to analyse samples is used by certain laboratories.
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2.3.2 MiNIMuM ELV/LOQ RATIO
Minimum ELV/LoQ ratio for AMS

The lower end of the BATAEL range given in the BREFs must at least be equal to the LoQ,
thus guaranteeing that a measurement uncertainty can be associated to this concentration
level.

Since the measurement uncertainty is generally high at the LoQ level, a good practice is to
require a minimum ratio between ELV and LoQ.

In Table 1, a minimum ratio of 5 was used.

In France, a minimum ELV/LoQ ratio of 10 is also demanded for reference methods (cf.
following paragraph).

Minimum ELV/LoQ ratio for SRM

As for AMS, SRMs must have LoQ that are sufficiently lower than the site Daily ELVs where
they are applied.

There is no minimum ELV/LoQ ratio required at the European level but a minimum ratio of 10
between ELV and the field blank is commonly used, which often corresponds to the same
level of requirement.

For “manual” SRMs, a good practice which could be introduced when European Standards
are revised is that the sampling time or the use of an analysis technique fulfilling the
requirement that the LoQ is lower than 10% of the ELV (a ratio of ELV/LoQ > 10 is
considered as providing an acceptable measurement uncertainty at the Daily ELV,) for the
target measurand (which can be an individual substance or a sum of substances).
Note: For a manual method, for which the concentration is a sum of concentrations obtained
from different phases (for instance, for HF, with the particulate and gaseous phases), coming
from various compartments or trapping devices (for Dust, with Dust trapped on a filter and in
the probe-rinsing solution), and/or coming from various compounds (for instance, PAH,
metals, dioxins), it is the sum of concentration-expressed LoQ, in the same unit as the ELV
and calculated for each phase/instrument and/or substance, that must be below 10% of the
ELV.

If the requirement, mandated by the French legislation, that LoQ < 10% of the ELV is
generalised, it will lead to an increase in each sampling time, which could have an impact on
the cost of mandatory controls if the number of measurements is not reduced.

As shown in § 2.2.2, for “automatic” methods, the LoQ is 4 times the repeatability standard
deviation at zero point. It is hence linked to the equipment’s performance, which must be
selected accordingly.

2.3.3 Uwmax srRM << Uwmax AMS

To ensure that the compliance check is of sufficient quality, the IED mandates uncertainty
thresholds for data read by the AMSs, considering what the available AMS technology
allows. They are given in Table 4.

Note that the EN 14181 Standard (version 2014) mandates that AMSs be certified according
to the EN 15267-1, -2 and -3 Standards. The Standard’s part 3 recommends, as already
explained in § 2.1.7, that the AMS’ uncertainty, should be at least 25% under the
maximum admissible uncertainty. This 25% corresponds to the uncertainty brought by
the correction of data which must be expressed in the same conditions as the ELV
(correction of Oy, and, if applicable, water vapour).
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Relative Expanded Uncertainties of half-confidence
intervals imposed to AMS by the IED
UiED,max AMS
CO — Carbon monoxide 10%
SOz — Sulphur dioxide 20%
NOxx — Nitrogen Dioxide 20%
Dust 30%
TOC — Total organic carbon 30%
HF — Hydrogen fluoride 40%
HCI — Hydrogen chloride 40%

Table 4: Uncertainty thresholds required by legislation on self-monitoring of air emissions
(IED Annex VI, Part 6, 1.3)

Maximum uncertainty levels of other substances have been set in national legislation. This is
the case in French legislation for NHs: The decree of 3 August 2010 order on incineration
and co-incineration mandates an uncertainty threshold of 40% for a Daily ELV of 30 mg/Nms3,

One can notice that the IED does not set uncertainty levels for peripheral
measurements of O, and water vapour (these substances not being polluting substances).
Nevertheless, these measurements are necessary to express the results in the same
conditions as the ELV, including the O reference level, and on dry gas, in case the AMS
measurement technique leads to a reading on wet gas. These uncertainties hence contribute
to the concentration uncertainty expressed in the site reference conditions.

The 2014 version of the EN 14181 Standard states that the AMSs measuring O, and water
vapour may be calibrated with AMS/SRM parallel measurements like other substances,
without however stating the uncertainty levels and the values to consider as “ELV” for the
variability test.

In France, the FD X 43-132 Guide to apply the NF EN 14181 Standard recommends using
AMSs, measuring O,, whose measurement uncertainty at the site reference value does not
exceed 15%, and AMSs measuring water vapour whose measurement uncertainty does not
exceed 30% on the covered concentration range. Annex D determines the impact on
uncertainty of correction from wet to dry gases and on correction from the real oxygen
content correction to a reference oxygen content.

What uncertainty to mandate for SRMs used in periodic measurement or to calibrate AMSs?

The EN 14181 Standard was elaborated based on the ISO 11095 Standard that uses SRMs
to calibrate AMSs. It states that, to be relevant and efficient, the QALZ2 calibration operations
require the following:

- Have the possibility to get data on the whole AMS range;
- The SRM’s uncertainty must be significantly lower than that of the AMS.°

10 The linear regression used for QAL2 tests is the application of the ordinary least squares general method which can be
applied under certain conditions (See http://www.inrp.fr/Tecne/Acexosp/Savoirs/Stathtm1.htm). The method only minimises the
differences between the regression line and the experimental points (AMS), thereby following the X axis. This implies that the
uncertainty on the value shown in Y (SRM) must be nil or negligible in comparison of the one of the AMS. This requirement,
well-known by metrologists, is evoked in EN 14181 Standard, among others in notes 2 and 3 of the 8 8.6 regarding the
variability test
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Unfortunately, the first condition is not always respected, which leads FD X 43-132 to allow
combining AMS/SRM comparison data with those of the zero / span gas injection, and when
the concentration level cannot vary and remain at a low level, also with a span point
(concentration different than 0), to obtain an AMS calibration line that is not unsuitable.

For the second condition, considering that very often, the AMS and SRM measurement
equipment is not very different, it has appeared relevant in France to recommend that SRM
have a measurement uncertainty not exceeding 50% of those enforced to the AMSs.

However, this principle is not always respected: Standards describing the reference methods
set uncertainty limits that can be well above this target (cf. Table 5), including for ELVs
corresponding to concentration levels required for the former LCP and WI European
Directives (now recast into the IED, Annexes V and VI).

The Inter-Laboratory Comparisons organised for instance in France dedicated to control
laboratories calibrating AMSs and periodic measurement compliance check for installations,
or Inter-Laboratory implementation trials by CEN for Standards validation, show that, for
some substances, it is not possible with current methods and available equipment, to
lower the measurement uncertainties to this target level of 50% of the uncertainty
enforced to the AMSs when they must comply with ELVs fixed in the former LCP and
WI European Directives (recast into the IED). Even when the SRM enable reaching the
reqguired relative measurement uncertainty at the level of the Daily ELVs, they do not
comply with them anymore at lower concentration levels (cf. Figures and Tables of
summary sheets in § 4).

SRM uncertainty targets: 50% of the
uncertainty required for calibrated value
given by the AMSs

Uncertainty required by the
European ELV legislation, or
reference value for (Oz) / water

vapour concentration

co + 5% + 6% (EN 15058)
S0, +10% + 20% (EN 14791)
NOx +10% + 10% (EN 14792)
Dust + 15% * Zgwélgdrlagggi‘fif)ion
TOC, CHa + 15% + 15% (XP X 43-554)
HF +20% -

HCI + 20% +30% (EN 1911)

Water vapour -
Oz -

+20% (EN 14790)
+ 6% (EN 14789)

Table 5: Uncertainty targets for SRMs

“NOTE 2: The variability obtained includes uncertainty components associated with the repeatabilities of both the AMS and the
SRM, but not the overall uncertainty of the SRM (therefore an imprecise implementation of the SRM can result in an apparent
poorer variability of the AMS and could result in a false failure of the variability test). The procedure for determination of
uncertainty is not in accordance with GUM (ISO/IEC Guide 98-3).

NOTE 3: This method implies that the quality of the application of the SRM influences the result of the test. It will be noted,
however, that it is the result that determines a pass or failure and that in some cases a better application of the SRM could
change the result from fail to pass.”
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3. METHODOLOGY USED TO CHARACTERISE SRMs’ AND AMSS’
PERFORMANCES

Summary sheets show the SRMs’ and AMSs’ characteristics (cf. Annex E and Chapter 4).
3.1 SRMS’ CHARACTERISTICS

3.1.1 SRM CHARACTERISTICS’ DATA

Summary sheets provide the following SRMs’ characteristics:

- The uncertainty level required at the Daily ELV level;

- An estimate of the method’s LoQ;

- A calculation of the minimum ELV based on this LoQ and complying with the good
practice of LoQ being under 10% of the ELV.

For manual methods, we assumed a 1-hour sampling period, a bubbling flow rate of about
2 I/min to fulfil the trapping efficiency requirements. The analytical LoQ, from which the LoQ
of the method was calculated, is also given.

Time and number of samplings during periodic regulatory controls: common practice
in most European countries

Time: the sampling time depends on the site’s Daily ELV concentration levels. The minimum
sampling time is 30 minutes and can be increased to try obtaining a higher result than the
method’s LoQ. Therefore, sampling time can be doubled or tripled but generally does not
exceed 2 hours (except for Dioxins, where the very low ELV concentration level requires a
sampling time of 6 to 8 hours).

Number of samplings by compound: 1 to 3 samplings, depending on the country.

In France, the 10 March 2010 decree requires adapting the sampling volume or times, so
that the LoQ < 10% of the Daily ELV, with a minimum of 30 minutes for gaseous substances
and 1 hour for particulate substances. It also requires 3 samplings per substance, unless the
expected concentration is under 20% of the Daily ELV; in this case, a single sampling for a
longer time (usually no longer than 2 hours) is required.

In Germany, all samplings (except PCDD/F) are limited to 30 minutes.

Significantly increasing the sampling time will also lead to significantly more expensive
control procedures, unless the required number of samplings is adapted. When quadrupling,
the time spent on site, the control service’s costs due to the time spent on site will increase
by about 100%, and the uncertainty will be reduced by 20%.

For automatic methods, few analysers are certified as SRM and the values of their
repeatability standard deviation at zero point are hence rarely available in a certificate. When
a control laboratory uses a non-certified analyser, it can nevertheless determine the
repeatability at zero point by following the EN 15267-3 Standard’s procedure or by getting it
from a metrology laboratory. This determination is now mandatory in France for accredited
control laboratories. For the present study, the median value obtained by the AMSs fulfilling
the SRM measurement principle was chosen as default LoQ for these methods, to calculate
the minimum ELV equalling 10 times the LoQ. For some substances, instruments’
performances that could enable an evolution of the Daily ELVs in the future, are however
mentioned.

Common practice in European countries is to make samplings for compounds measured
with automated methods during the duration of the whole site sampling plan.
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3.1.2 INTER-LABORATORY COMPARISONS DATA

As mentioned in § 2.1.2, for each trial corresponding to one concentration level j,
repeatability S;2and inter-laboratory S ;2 variances are determined by a robust estimation

following the ISO 5725-5 Standard’s procedure:

U, the expanded uncertainty of measurement is estimated from the reproducibility variance at
the j concentration level:
Uicsrm =t 5 xSg; (10)

where 3 is the fractile of order (1_02‘j of the Student Law at (p-1) degrees of
1-=
2
freedom; we consider « =0.05 for a 95% confidence interval (p: number of participant
laboratories).

and Sri? =52+, (11)

3.1.2.1 INERIS TEST FACILITY

The bench is designed to generate gaseous effluents of identical composition for each of the
12 sampling ports. Prior to their introduction into the loop, the gases provided by combustion
in one of the three boilers fueled with gas, light fuel oil or biomass can be, if necessary,
heated, moistened and enriched by some pollutants injected through a generation system
with mass-flow controllers (CO, NO, SO,, HCI, HF, CH4, CsHs, etc.) or liquid (specific VOC)
to simulate gas matrices with very similar characteristics to those of industrial facilities
burning fuels or waste.

ST T —
-;---; . n-"':".':;':» llF‘
Lp=g DXt nes -

pollutant
Reheater infection
70k
[ E—‘ T gh
water vapour 70 kgh
injection 300 kg
i 276m |
diam 150 mm ="
Lab1 Lab2 Lab3 Lab 11 Lab 12

biomase, Gaz, fuel all ballers

Proficiency testing bench for emission measurements

Figure 2: INERIS test bench
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The concentration levels generated are monitored by a FTIR (Fourier transform infrared
spectroscopy) instrument which allows to adjust the level of concentrations. The generated
gases enter a loop made of steel, internally protected by a PFA coating, where a 400 kg/h
flow-rate circulates. This loop is maintained in temperature by electric tracing. The inside
diameter of the duct is 150 mm.

INERIS is accredited by COFRAC (n° 1-2291 - scope of accreditation on
www.cofrac.fr/fen/home) for the organization of inter-laboratory campaigns according to
EN/ISO/IEC 17043.

3.1.2.2 INERIS ILC PROGRAMME

The programme of ILCs is relative to the implementation of reference methods for
measurement of gas compounds or dust from stationary sources emission. It has been
defined in consultation with the members of the Steering Committee, in agreement with the
Ministry in charge of Environment.

The trials are carried out during 3 days. The programme changes every 3 years.

The purpose of the ILCs is to enable each participant laboratory to know:
- The trueness of its results to the assigned value (taken as the “reference” value),

- The onsite repeatability of its measurements through the simultaneous implementation of
two measurement equipments complying with applied standard.

ILCs are also used:

- To determine the confidence intervals of repeatability and reproducibility in the
implementation of the measurement methods; reproducibility confidence intervals
especially allow to evaluate if the uncertainty associated with the the measurement
results being implemented by laboratories during the calibration of automated measuring
systems (AMS) is sufficiently low in comparison with the required uncertainties required
on the latter by regulation,

- To follow the evolution of the quality of the implementation of the standardized
procedures by accredited and “approved” laboratories working in France, year after year.

Most of laboratories are French with a few Belgian and German laboratories.

Most of the results shown in this study come from campaigns organised between 2013 and
2016 as shown on the graphs presenting the relative expanded uncertainties for different
substances. The participants from France and other European countries (Belgium and
Germany) are accredited according to EN 17025 and have got the “agrément” from the
Minsitry of Environment to perform emission for regulatory purposes on the French territory.
The list of participants can be found in the French arrété:

...https://www.legifrance.gouv.fr/eli/arrete/2016/12/15/DEVR1635228A/jo

3.1.2.3 STATISTICAL TREATMENT OF TRIALS RELATED TO O2, CO, NOx, TVOC, NMVOC,
CHa, CO2, SO2, DUST MEASUREMENTS
The statistical treatment of the data leads to the determination of:

- The value taken as a "reference" (assigned value) of each compound for each trial, and
its associated uncertainty;

- The bias of each participant by comparison with the values taken as a "reference"
(performance statistics);

- The outliers of participants;
- Confidence intervals of repeatability and reproducibility for each compound.
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ILCs are performed on real effluent arising from the boiler and spiked prior to being circulated
in the loop.

The value taken as a “reference” or assigned value on which to base, to evaluate the
performance of laboratories in terms of trueness and precision must therefore be calculated
from the consensus values of participating laboratories. The value taken as a "reference"” is
determined by robust analysis of data, as described in the standards
ISO 13528 and ISO 5725-5. Robust analysis consists in applying to the data, a calculation
algorithm that allows, by successive iterations, to give less weight to the extreme values of
the series of data processed, until the process converges.

3.1.2.4 INTERPRETATION OF RESULTS

In annex E are presented ILCs available data. Most of them are coming from INERIS’ILCs.
Some data from the validation of SRMs may complement the INERIS information.

For each measuring campaign, several levels of concentrations of each studied substance
are generated. Each point of the graph corresponds to the average of the relative expanded
uncertainty provided by the 20 to 24 measurement systems of 10-12 participant laboratories.

On Figure 3, the results of 9 campaigns on CO are presented and a trend curve is
calculated. It is generally an exponential curve which gives the highest determination
coefficient R? value and the best estimate of the expanded uncertainty expressed in absolute
or in relative unit.

A red line recalls the maximum level of uncertainty required by the SRM: Ugummaxsrm,
calculated with the GUM approach.
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Figure 3: Example of the estimate of the expanded uncertainty U as a function of the
concentration (drawn from ILCs data)
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3.2 AMSS’ CHARACTERISTICS

3.2.1 CERTIFICATION DATA

In Europe, the AMSSs’ certification (QAL1) is currently done or coordinated by:

- The Environmental Agency of England and Wales, which has developed a Monitoring
Certification Scheme (MCERTS), implemented by the CSA group;

- And the UmweltBundesAmt (UBA), the German Environmental Protection Agency, which
certifies instruments based on characterisations made by TUV Rheinland.

The certified AMSs’ certificates (QAL1) mentioned in this report are available online at:

- http://www.qgall.de/en/

- http://www.csagroupuk.org/wp-
content/uploads/2015/12/MCERTSCertifiedProductsCEMS. pdf

It is important to note that:

- The choice of the AMS’s certified range is in general set according to the installation’s
Daily ELV for which the instrument will be used; for instance, for CO, the certification is in
general made for a range up to 75 mg/Nm3 (which is 1.5 times the Daily ELV of
50 mg/Nms3, for incineration (cf. § 5.2 of the EN 15267-3)). Some AMSs are certified for
several ranges.

- The expanded uncertainty is calculated at the IED’s (or formerly, the LCP and WI
Directives) Daily ELV, or at the lowest ELV imposed on the installation for which the
instrument is used, for instance at 50 mg/Nm3 for CO. For a lower concentration level, the
relative expanded uncertainty (in %) will be higher. However, as it can be seen on Figure
3, it does not vary in a linear way with concentration, because some components of the
uncertainty have a constant contribution, regardless of the concentration level: therefore,
the uncertainty may be higher at that level. Under a certain concentration level, the
chosen certified range may also not be suitable anymore. (The larger the range, the
lower the accuracy at low concentration.)

Measurement uncertainty

When certifying AMSs, the GUM approach is used (an uncertainty budget is established).
The certificate systematically provides the relative expanded uncertainty and, in most cases,
also the absolute uncertainty (in mg/Nms3 or in % of volume, according to the substance),
thus mentioning the concentration level for which the relative uncertainty was determined.

When this concentration level is not specified, it is assumed to be equal to the concentration
indicated in the summary sheet (cf. Chapter 4 and Annex E).

This uncertainty Ucertif,AMs, can be compared to the maximum uncertainty for the AMS
Ucum,maxams to fulfil the variability test made during the QAL2 control (cf. Chapter 4).

Limit of Quantification

It is calculated based on the repeatability standard deviation at zero point and following the
formulas given in § 2.2.

Note: the certificates given by the certification bodies do not always give the value of the
repeatability standard deviation at zero point with the accuracy needed to determine a
precise LoQ. For instance, some certificates show a standard deviation of 0.0 mg/Nm3. In
this case, we have assumed that the number of digits after the comma was giving the
measurements’ accuracy and hence that the repeatability standard deviation at zero point
was < 0.05 mg/Nms.
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Minimum ELVs fulfilling an ELV/LoQ = 5 ratio for AMS

When certifying an AMS, the repeatability standard deviation at zero point is determined, and
it must not exceed 0.2% volume for O, and 2% of the certified measurement range for the
other substances. The EN 15267-3 Standard shows that the LoQ is 4 times the repeatability
standard deviation at zero point (cf. 82.2).

For each certified AMS, its LoQ and the minimum ELV equal to 5 times this LoQ were
calculated.

3.2.2 AMS’S CHARACTERISTICS RESULTING FROM QAL 2 CALIBRATIONS

3.2.2.1 QAL2 CONTROL PRINCIPLE

Important reminder to ease the understanding of the data shown in paragraphs 3.2.2.2 and
3.2.2.3:

The QAL2 control, mandated by the EN 14181 and EN 15267-3 Standards, for all continuous
measurements, is to determine the calibration function of the AMS, against the SRM, based
on parallel AMS / SRM measurement and to check the variability of the AMS.

The calibration function is calculated based on data pairs [AMS; SRM], in the AMS’s
measurement conditions: for instance, on wet gas if the AMS measures on wet gas.

The variability test aims at validating the AMS’s ability to provide measurement results, at
the ELV level, with an uncertainty fulfilling the legislation. When legislation does not set a
threshold, a possibility is to set an uncertainty, double that of the SRM, at this same ELV
level.

The test consists in testing the AMS’s reliability with respect to the legally-binding uncertainty
threshold, by checking that the Sp standard deviation of the differences between the
calibrated AMS measurements (to which the determined calibration function was applied)
and the SRM measurements is under the legal uncertainty (expressed as standard
uncertainty), weighted by a k, factor, taking into account the number of data pairs.

In the test, the AMS and SRM measurements are expressed in the site’s reference
conditions, as is the ELV, meaning that the test also takes into account the peripheral
measurement variability (measurement of O, and, where applicable, of water vapour).

Sy, <o, xKk, (12)

U x ELV
With , = 'ED’maxlAg; (13)

Where:

Sy : Standard deviation of the differences between AMS and SRM measurements, in
mg/Nm? dry, 11% O,

o, : Standard uncertainty that the AMS must fulfil, in mg/Nm? dry, 11% O,
kv : Weighting factor; between 0.8326 for 3 data pairs and 0.9824 for 20 data pairs

Ueomaxavs:  Legally-binding uncertainty threshold that the AMS must fulfil,
corresponding to an expanded uncertainty, expressed in % (for example 30 % for
Dust, 10 % for CO...)

ELV : Emission Limit Value, in mg/Nm?3 dry, 11% O,
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NOTES:

- The 2014 version of the EN 14181 Standard mentions that only the values under the
ELV must be considered for the variability test (in the former version, this point was not
mentioned, however it was applied in France because it was mentioned in FD X 43-132
of 2007).

- In France, since 2007, the FD X 43-132 offers the possibility of combining, with the
parallel AMS/SRM measurements, the addition of span gas measurements, to determine
the calibration function when the measured concentrations are low or when the range of
concentrations tested are limited; this possibility was added in the 2014 version of the
EN 14181 Standard.

The combination of comparative SRM/AMS data and of measurements at the Daily ELV
level with span gases avoids issues when the QAL2 data provides only a cloud of
AMS/SRM points at low concentration levels. In this case, an unlimited number of slopes
can go through a cloud of points, without any physical meaning.

Therefore, for QAL2 controls performed before 2015, there can be a difference in the
data handling, depending on where the QAL2 was performed.

- As specified in the 2014 version of the EN 14181 standard, the calculated variability
takes into account the uncertainty components associated with the repeatability of the
AMS and SRM, but does not take into account all of the uncertainty components of the
SRM. Thus, an insufficient SRM performance may lead to a worse apparent variability
for the AMS.

3.2.2.2 ESTIMATION OF THE ELV THRESHOLD UNDER WHICH THE VARIABILITY TEST IS NOT
FULFILLED

A first proposal is to calculate the minimum ELV under which the variability test is not fulfilled,
according to the legally-binding uncertainty threshold U, . aus-

A priori, this calculation could simply be made based on the QAL2 control reports, by
applying the following calculation, based on Equations (14) and (15):

U x ELV
< IED, max AMS ke (14)
1.96
Therefore ELV,,, ~_S0x1.96 eipe k, factor is neglected (15)
1ED, max AMS

However, for the sake of verification, a data reprocessing was made for the examples from
QAL2 reports given by the industrial associations.

It appears that the value, obtained by this calculation, may be biased, compared to the one
given by data reprocessing, for the following reasons:

- The ELVmin calculated based on Equation (4) can be lower than the concentrations
measured on site; however, the variability test is “normally” made with
concentrations lower than the ELV. Data reprocessing could lead, in such cases, to
a limit ELV not because the variability test is not fulfilled, but because of the lack of
remaining data pairs to make the test.

In this case, it is not possible to really check the compliance of the AMS with the
requirements at ELV levels lower than the measured concentrations.

The calculated ELV must therefore not be lower than the lowest measured
concentrations on site during the QAL2 control. If this is the case, no conclusion can
be drawn on the performance of the AMS under these levels.
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- During data reprocessing, the ELV is progressively lowered and, in some cases,
some data pairs are no more taken into account, because they are above the tested
ELV. The Sp value can therefore vary with the considered ELV. However, in the
calculation approach, Sp is considered as constant.

The summary sheets (see Annex E) show:
e The average concentration measured by the SRM;
e The number of parallel SRM/AMS measurements made;
e The minimum ELV obtained by data reprocessing or according to Equation (14);

¢ The minimum ELV obtained according to Equation (14) In the case where data
reprocessing eliminates data pairs in the variability test causing a change of the
Sp value.

The detailed calculation tables are given in Annex A.

3.2.2.3 ESTIMATION OF THE SITE ELV’S UNCERTAINTY THRESHOLD UNDER WHICH THE
VARIABILITY TEST IS NOT FULFILLED

Based on Equation (3), the lowest uncertainty threshold for which the variability test is
fulfilled can be calculated, so that this can be compared to the uncertainty defined in the
instruments’ certificates.

For QAL2 controls, the uncertainty threshold is obtained in specific instrument installation
conditions and matrix characteristics.

3.2.2.4 QALZ2 CONTROL CALIBRATION FUNCTIONS ANALYSIS
It has been useful to examine several QAL2 control reports, supplied by the industrial
associations and performed in various EU Member States, in order to evaluate:

e if the supplied SRMs and AMSs measurements were consistent,

o if the given calibration functions were relevant

e and if difficulties in implementing calibrations of the AMSs’ against SRMs’ according
to the emitted concentration levels and the current Daily ELVs, have been observed.

Remark on the variability test’s relevance

The variability test is made with all the AMS’s and SRM'’s calibrated measurements,
expressed in mg/Nm?3 dry at 11% O.. The dispersion standard deviation of the difference
between these measurements is then determined. This Sp differences standard deviation is

then compared to 0, X kv, where o, is the legally-binding uncertainty threshold, expressed

UIED, max ans X ELV

as an absolute standard uncertainty value (0, = o6 ), and kv is a weighting

factor according to the number of data pairs taken into account for the variability test.

Since the comparison is made between 2 data expressed as absolute values, this
variability test is meaningful only if there are enough data near the Daily ELV, because
the uncertainty, to which Sp is compared, is calculated at the concentration level
corresponding to the Daily ELV. During the QALZ2, if it was not possible to vary the
concentrations, and the tested level has remained low, important differences between the
AMS and SRM measurements expressed as relative values can be seen (for instance, close
to the measured concentration). Nevertheless, these differences remain low in absolute
values, compared to the Daily ELV, and therefore the Sp standard deviation is well below o,

and the test is always fulfilled. In this case, with a cloud of points at low concentrations,
the test is not relevant because one cannot confirm that the test was conclusive with
measurements near the Daily ELV.
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4. SUMMARY SHEETS FOR SRMs’ AND AMSs’ PERFORMANCE
CHARACTERISTICS

To facilitate the understanding of this chapter and the summary, references are made, for
instance here for CO (see § 4.1.2), to the summary sheet in Annex E and to Table 1 in the
summary.

4.1 OVERVIEW OF THE CURRENT SITUATION

411 O2

Those comments are based on the Summary sheet in Annex E. To facilitate the

understanding of the sheets, they are gathered at the end of the report. They can easily be
printed in A3 format.

The EN 14789 Standard describes the SRM: Paramagnetic Method.
LoQ:

The LoQs calculated for paramagnetic AMSs (the method corresponding to the SRM) are
between 0.00 and 0.06% volume, with a median value of 0.02% volume. Although not all
certified instruments are suitable for measurements as P-AMS by laboratories, this indicates
the LoQ that can be reached by this measurement method. Taking into account all the
certified AMSs, 50% of the instruments have a LoQ < 0.03% volume, with a rather large LoQ
range, between 0.01 and 0.25% volume.

For Waste Incineration installations with an O, reference level at 11% volume, and
concentrations generally very close to this level, the instruments’ LoQs are suitable.
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Figure 4: Certified AMSs’ LoQs when measuring O2
Measurement uncertainty:

For the SRM applied by control laboratories, the expanded uncertainty mandated by the
EN 14789 Standard, via an uncertainty budget, is of 6% rel. at the measured concentrations’
level. It can easily be reached by all the certified paramagnetic analysers available on the
market; the relative expanded uncertainty is between 0.28 and 4.2 rel. %, with a median
value of 2.3 rel. % and an average value of 2.2 rel. %.
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The estimation of the expanded uncertainties coming from the SRM implementation during
the ILCs, leads to a very close value: 2.3 relative %, which means that the implementation of

the measurements on site and the variability between laboratories only have a weak impact
on the uncertainty.

Remark: Figure 6 shows that the estimate of uncertainty may differ from one week to
another, for the same level of concentration. This is linked to the implementation of the
laboratories. The consequence is a low determination coefficient.
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Figure 5: Estimation of actual uncertainty using ILC, when measuring O

For AMSs, the legislation does not require a maximum relative uncertainty level. The French
FD X 43-132 application guide recommends using instruments with a relative expanded
uncertainty not exceeding 15%. Considering all the methods used by the various certified
AMSs, the relative expanded uncertainty median value is very close to that of paramagnetic
instruments alone, with a median value of 2.4 rel. % and an average value of 2.3 rel. %.

AMSs' relative expanded uncertainties, in relative %, when measuring the O, %
Note: uncertainty calculated in general at 25% vol but for some instruments at 10 or 21% vol
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Figure 6: Certified AMSs’ relative expanded uncertainties when measuring O
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If the average LoQ and SRM measurement uncertainty performances are rather satisfying,
they are on average equivalent or near those of the AMSs, leading to QALZ2 implementation
conditions that are not ideal: the Umax srRm << Umax ams condition is not fulfilled,;

Additionally, the O, concentration variation condition during QAL2, is likely to be difficult to
fulfil for some installations.

Nevertheless, the QAL2 calibration on oxygen remains necessary to detect a potential

(malfunction) failure of the AMS on site (air leak, for instance) or an inappropriate probe
positioning (for instance, an unrepresentative sampling point).

Conclusion for O;

The paramagnetic reference method has very good performances. The instruments used for
SRM and the AMSs often are very robust and there is limited maintenance. The situation is
hence satisfactory for oxygen contents found in the Waste Incineration Plants and Large
Combustion Plants sectors, although the AMSs’ calibrations based on QAL2 are made with
SRMs whose performance in terms of measurement uncertainty, is only equivalent to that of
the AMSs.

Note that zirconia sensors are unsuitable for effluents where the matrix gas is rich in
reducing gases (CO, H:S, etc.). Electrochemical cells are not suited for all matrices (not
recommended for some gases such as H,S, halogenated compounds, metals, etc.) and their
capacity to continuously operate must be checked.

Finally, instruments with the lowest uncertainties must still be favoured in all cases, both for
SRMs and AMSs. This is because O measurement uncertainty has an impact on the
controlled substances’ concentration values, expressed under site’s reference conditions
(especially when the measured O, concentration is high, see Annex D). It therefore impacts
the declaration of compliance/incompliance with the ELVs as well as the fulfilment of the
calibration function validity test, performed during the QAL2 and AST controls.

4.1.2 CO

The comments below are based on the summary sheet found in Annex E.

To ease understanding of the evaluation of the performance of the AMSs and SRMs and
their impact on the feasibility of lowering the ELVs for gaseous substances, details are given
here for CO, in a step by step approach, showing references to the CO summary sheet in
Annex E and references to Table 1.

The EN 15058 Standard describes the SRM: non-dispersive infrared spectrometry and its
variations method (GFCIR).

LoQ:

The LoQs calculated for AMSs using infrared techniques (the method corresponding to the
SRM) are rather variable (0.03 to 2.8 mg/Nm3) [see CO summary sheet in Annex E: LoQs of
NDIR-1 and of GFCIR-6 // see range given in Table 1, col. 3], with a median value of
0.8 mg/Nm? [cf. Figure 7 /// and LoQmed value given in Table 1, col. 4]. For a better
representativeness, one could consider as a minimum LoQ, the average of the 3 lowest
LoQs, being 0.07 mg/Nm? [see LoQmin in Table 1, col. 4]. To fulfil the ELV/LoQ = 10 ratio
recommended for SRMs, this leads to a minimum ELV of 8 mg/Nm3. Taking into account all
certified AMSs, half of the instruments have a LoQ < 0.6 mg/Nm?) [17 out of 30 available LoQ
values; see CO summary sheet in Annex E]. The overall median value is lower, among other
reasons, because of the FTIR instruments’ lower LoQs [shown by a blue bar on Figure 7].
However, DOAS and electrochemical cells methods [in green and orange on Figure 7] do not
appear suitable.

These LoQs of AMS using infra-red techniques (0.07 to 0.8 mg/Nm3) would lead to minimum
ELVs, based on the ELV/LoQ = 5 ratio principle, for use as AMS, comprised between 0.35
and 4 mg/Nmé3, [values given in Table 1, col. 5).
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Following the analysis of 10 QAL?2 test reports [see CO summary sheet in Annex E, column
“Min ELV by data reprocessing”] however leads to minimum ELVs, enabling the fulfilment of
the variability test, that are much higher than this median value of 4 mg/Nms3: from 6 to
29.2 mg/Nm3. For 5 of these control tests, the minimum ELV obtained by data reprocessing
is maximised, because of on-site concentration levels between 15-20 mg/Nm3, which hinders
lowering the ELV because of a lack of sufficient data to make the test (cf. § 3.2.2.2).
Considering instead the minimum ELVs estimated by calculation, they are lower for one
instrument [GFCIR 1 and 2], representing 2 QAL?2 test reports, but for the others they are of
the same order.

The minimum value of 4 mg/Nm3, based on 5 times the median value of LoQs, appears low
for instruments currently used on sites, given the QAL2 control test results. This is also likely
to be linked to the fact that the QAL2 control, and hence the variability test, is also impacted
by the SRM’s performances and not only by those of the AMS.

AMSs' LoQs when measuring CO (mg/Nm?)
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Figure 7: Certified AMSs’ LoQs when measuring CO

It is desirable to have analysers that can be used as SRM and for which the LoQ is
sufficiently low, for example less than 0.5 mg/Nm? so that the average concentrations on site,
which in steady operation are very low, can be precisely determined.

Measurement uncertainty:

Regarding uncertainty, the value mandated by the EN 15058 Standard describing the SRM,
via an uncertainty budget, is of 6% at the Daily ELV level [see Table 5 // value given in
Table 1, col. 6]. The IED mandating a 10% uncertainty threshold for the values given by the
AMSs [see Table 4], the uncertainty budget should not exceed 7.5% [see § 2.3.3 // value
given in Table 1, col. 7].

The uncertainty obtained for AMSs, at 50 mg/Nms3, varies according to the analysis principle
[see CO summary sheet in Annex EJ:

- NDIR: 7.3 to 8.5%; average: 7.6%

-  GFCIR: 3.51t0 12.5%; average: 7.1%
- FTIR: 2.8 to 9.8%; average: 7.1%

- DOAS: 6.9%

- Electrochemical cells: 20.6%
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As shown on Figure 8, the median of all the AMSs is the same as that of the NDIR and
GFCIR only: 7.4% [value given in Table 1, col. 8 // The min value in Table 1, col. 8 (3.8%) is
the average value of the uncertainties of the 3 AMS with the lowest uncertainties].

Two thirds of the 31 certified instruments fulfil the 7.5% uncertainty criteria for the
current Daily ELV level of 50 mg/Nm3. However, the relative uncertainty will increase if
the ELV is lowered; with the optimistic hypothesis that the uncertainty varies linearly with
the concentration, the best-performing certified instrument (FTIR-6) could not fulfil the 7.5%
threshold under 19 mg/Nm3. As for the LoQ, the electrochemical cell instrument does not
show a suitable performance in terms of uncertainty.

Analysing a few QALZ2 test reports shows that the lowest uncertainty levels, enabling the
fulfilment of the variability test, match those determined by an uncertainty budget.
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Figure 8: Certified AMSS’ relative expanded uncertainties when measuring CO

Analysing the certificates (QAL1) shows that for NDIR and GFCIR AMSs, those using the
method corresponding to the SRM, an uncertainty of 6% can only be reached by a small
number of AMSs: Servomex 4900, Horiba 250 (when referring to the MCERTS certificate;
the TUV obtaining a significantly less favourable uncertainty), SICK SIDOR or MCS 100E
HW or 100E PD, Environnement SA MIR-IS. Some of those instruments are not portable and
can hardly be used as an SRM.

Besides, the ILCs show that this 6% uncertainty value is not reached in practice on
site below 120 mg/Nms3 [see Figure 9 or CO summary sheet in Annex E, graph on top left //
“‘No” value given in Table 1, col. 10] and that the NDIR technology, even in its GFCIR
variation, has an insufficient specificity. The relative uncertainty sharply rises when the
concentration decreases (39% at 20 mg/Nm3 and 70% at 10 mg/Nm3) [see Figure 9]. The
ILCs aiming to evaluate the SRM'’s implementation performance show that the target
uncertainty of 6% mandated by the European Standard will in practice only be reached on
the site for concentrations above about 120 mg CO/Nm? [see Figure 9 // Value given in Table
1, col. 11].
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Figure 9: Relative expanded uncertainties when measuring CO (ILCs)

If many AMSs could be tested in parallel and for concentration levels under 120 mg/Nms, the
relative expanded uncertainty would most probably also be higher than that given in the
certificates for one single AMS’s model. The Umax srv << Umax ams condition that should be
fulfilled for AMSs’ calibration by SRMs is hence not fulfilled; this can affect the
calibration function and therefore the accuracy of the results given by the AMS
[information ‘no’ given in Table 1, col. 10].

Comparison of the AMS / SRM measurements during QAL2 controls:

Analysing 28 QAL2 reports, corresponding to the control of 42 AMSs (cf. Annexes B:
summary of results as tables and C: QAL2 test reports Analysis: Graph representation of
measurements [AMS;SRM] and calibration function), shows that the average concentration
levels during these tests are under 10 mg/Nm3. When the concentration levels are above
this value, the concentrations measured by AMS and SRM are in general consistent
and the calibration functions have a slope close to 1. However, on sites with lower
concentrations, significant differences between AMS and SRM measurements are
often observed, and less “good” calibration functions are obtained (slope significantly
different to 1 and/or high intercept point compared to the site concentration level, R2
<< 1). When the calibration function is still of “good quality”, this is in general linked
to the addition of measurement results coming from span gas injection for calibration
but this does not improve the accuracy of the points at low concentration.
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Conclusion for CO

Some instruments usable as AMS or SRM can reach, according to their certificates,
performances that could be accepted in terms of LoQ and in terms of uncertainty at the
current Daily ELV level of 50 mg/Nm3. This would not be true if the ELV was lowered.

The ILCs organised to evaluate the SRMs also show that the required uncertainty is in fact
not always fulfilled in real measurement conditions; even for a Daily ELV of 50 mg/Nm3, the
measurement uncertainty is too high: 18 % relative for a target of 6 %. A Daily ELV of
120 mg/Nm?3 would provide a minimised risk when declaring whether an AMS is
compliant or non-compliant.

The Umax srm << Umax ams condition that should be fulfilled for AMSs’ calibration by SRMs is
hence not fulfilled, this can affect the calibration function and therefore the accuracy of the
results given by the AMS.

Analysing QAL2 test reports also shows that the average concentrations measured by the
AMSs and the SRMs are not always comparable (it is not possible to tell if the bias comes
from one or the other measurement), with a relative difference increasing when the
concentration decreases. This also impacts the AMS’s calibration function.

Lowering the ELV under the current value of 50 mg/Nms3 therefore may lead to biased
ELV compliance/incompliance declarations, because of measurements with an
uncertainty higher than the IED’s 10% confidence interval.

The TDLAS-CRDS techniques have potential and could maybe get a better specificity than
the techniques applied nowadays. However, no instrument using this technique is currently
certified for CO.

4.1.3 NOx

The comments below are based on the summary sheet in Annex E.
Concentrations noted in “mg/Nm?” correspond to mg equivalent NO, per Nm3.
The EN 14792 Standard describes the SRM: Chemiluminescence method.

LoQ:

The LoQ calculated for the certified Chemiluminescence AMSs, corresponding to the SRM
method, are between 0.08 and 7.2 mg/Nm3, therefore very variable LoQs. The highest LoQ is
that of an instrument that was evaluated on a higher range than those of the other AMSs,
which may partly explain this value, but the LoQ remains however very high compared to the
performances that may be reached by the other instruments. Note that not all of these
instruments are portable and usable for SRM (P-AMS), but this still gives an estimate of the
performance that Chemiluminescence analysers can reach. The LoQ median value is
0.8 mg/Nm? if we consider all the analysers.

The certified AMSs’ LoQs, all measurement methods included, vary between 0.02 (GFCIR-7)
and 8 mg/Nm3, a very wide range. This is partly linked to the fact that the instruments were
evaluated on different ranges, the instruments were reclassified into 2 categories according
to the certified ranges, cf. Figure 11 and Figure 12. The certified range impacts the LoQ, and
the median value significantly increases for AMSs certified for the highest ranges. To choose
a site-specific instrument, a comparison of instruments’ performances must be made, the
site’s concentration levels must be known and the certified range must be taken into account.
The LoQ median value is equal to 0,4 mg/Nm? on a 20 and 90 mg/Nm? range, and to
1,6 mg/Nm? on a 100 and 250 mg/Nm? range.
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Figure 10: Certified AMSs’ LoQs when measuring NOy
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Based on the ELV/LoQ = 5 ratio principle, for use as AMS, the median value of all AMSs’
LoQs’ (0.8 mg/Nm3) would lead to a minimum ELV of 4 mg/Nm3. And if we consider AMSs
classified by certified range, ELV/LoQ = 5 would respectively lead to 2 and 8 mg/Nm?3.
Analysing 10 QAL2 test reports however leads to minimum ELVs, enabling the fulfilment of
the variability test, that are significantly higher than these values of 2 or even 8 mg/Nms: they
vary from 43 to 185 mg/Nm3. However, for 8 of these controls, the minimum ELV obtained by
data reprocessing is quite maximised, given the site’s concentration levels above
68 mg/Nm3, this hinders lowering the ELV because of a lack of sufficient data to make the
test (cf. § 3.2.2.2). And when considering instead the minimum ELVs estimated by
calculation, some are lower, but in other cases they remain very high, with a single value
under 10 mg/Nm? and an average value of 64 mg/Nm3.

The minimum values of 2 and 8 mg/Nm3, based on 5 times the median value of LoQs, hence
appears low for instruments nowadays used on sites, given the QAL2 control results.

This is likely to be linked, as seen for CO, to the fact that the variability test is also impacted
by the SRM’s performances and not only by those of the AMS.

Measurement uncertainty:

The uncertainty required to use the SRM via an uncertainty budget is of 10% of the Daily
ELV level. The IED mandating an uncertainty threshold of 20% for AMSs, the uncertainty
budget should not exceed 15% of the Daily ELV set to 200 mg/Nm? in the Directive.

The uncertainty ranges, obtained by certified AMSs according to the various measurement
principles, are the following:

- Chemiluminescence: 6.1 to 19%; average: 9.9%
- NDIR: 5.1 to 14.7%; average: 10.2%

- GFCIR: 4.8 t0 11.4%; average: 7.5 %

- FTIR: 6.5 to 9.8%; average: 8.3%

- UV Absorption: 4.6 to 12.1%; average: 9.3%

- DOAS: 4.510 11.8%; average: 9.3%

- Electrochemical cells: 12.7%
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Figure 13: Certified AMSs’ relative expanded uncertainties when measuring NOx
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Only one instrument has a relative expanded uncertainty above 15% and all instruments
have a relative expanded uncertainty under 20%. However, the concentration level at which
the relative uncertainty was calculated must be taken into account: it varies from 200 to
268 mg/Nm?3, partly explaining the expanded uncertainties’ differences between the
instruments. For instance, for the instrument with the highest uncertainty level, the relative
uncertainty was calculated at a level of 33 mg/Nm3; at a higher concentration, the uncertainty
would be lower. Conversely, for analysers for which the uncertainty was calculated at
200 mg/Nm3 or more, the 15% threshold can quickly cease being fulfilled if the ELV is
lowered. With the optimistic hypothesis that the uncertainty varies linearly with the
concentration, the lowest ELV for which the best-performing certified instrument would cease
to fulfil the 15% threshold is under 8 mg/Nm3, and the level at which 50% of the AMSs would
cease fulfilling it is under 57 mg/Nms.

For the Chemiluminescence method used as SRM, the relative expanded uncertainty
threshold of 10% is reachable by 5 certified Chemiluminescence analysers out of 7. The
choice may be done by selecting the analyser with the lowest LoQ. With the above
hypothesis, the lowest ELV for which these instruments could fulfil the 10% threshold is
comprised between 12 and 120 mg/Nm3.

The ILCs that aimed at evaluating the SRM'’s implementation performances showed that the
10% target uncertainty mandated by the European Standard is in fact only fulfilled on sites
where concentrations are above 75 mgNO>/Nm?3, and if the ratio NO»/NOx remains below
10%. The relative uncertainty increases when the concentration decreases (13% at 55
mg/Nm?3 and 60% at 10 mg/Nm3), and the ILCs seem to show that the differences between
measurements grows when the NO2/NOy ratio increases. Indeed, it was found during the
ILCs that the insufficient capacity of sampling/conditioning systems not to lose NO, had a
greater influence on the uncertainty when the ratio NO2/NOXx increases above 10 %. The
treatment of all data from the INERIS ILCs, including trials with NO2/NOy ratio above 10%,
shows that the target 10% uncertainty mandated by the European Standard is only fulfilled
on sites for concentrations higher than 420 mg/Nm3 (See Figure 14). The “theoretical’
calculation of a measurement with an uncertainty not exceeding 10% at 12 mg/Nm3
underestimates the inter-laboratory variability and the matrix effects contributions.

The Umax srv << Umax ams condition that should be fulfilled for AMSs’ calibration by
SRMs cannot be fulfilled at concentration levels under 75 mg/Nms? and this only if the
ratio NO2/NOx remains below 10% (generally true for waste incineration plants). The
data from ILCs show that when NO./NOy ratio > 10% the condition Umax srm << Umax ams iS
fulfilled for concentrations above 420 mg/Nm3
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Figure 14: Estimation of actual uncertainty using ILC, when measuring NOx with NO2/NOy
ratio > 10%

Comparison of the AMS / SRM measurements during QAL2 controls:

Analysing 28 QAL2 reports, corresponding to the control of 44 AMSs (cf. Annexes B and C),
shows concentration levels between 30 and 380 mg/Nm3, with an average of 130 mg/Nm3.
For 16 sites, the concentration level was under or equal to 75 mg/Nm? (concentration level
under which the ILCs show an uncertainty of SRM > 10%).

The concentrations measured by AMS and SRM are consistent and the calibration functions
have a slope close to 1 for most tests. Significant differences between AMS and SRM
measurements can be observed: for 7 controls, it is not possible to tell if the bias comes from
the AMS or the SRM, and some calibration functions have slopes significantly different to 1
and/or with high intercept points. These “outlying” values are not all linked to concentration
levels under 75 mg/Nma,

It is difficult to tell up to which concentration levels the AMSs’ calibrations by SRM
measurements would remain relevant, because the concentration levels found are rarely
under 50 mg/Nm3.

Conclusion for NOx

The Chemiluminescence reference method has a good specificity and a low Limit of
Quantification. All measurement methods considered, the certified AMSs also show good
performances.

However, comparing instruments is difficult, given the variable certified ranges and the
relative expanded uncertainty measurement calculation at concentration levels that can be
very different.

Fulfilling the ELV/LoQ > 10 ratio mandated for the SRMs in France, leads to minimum ELVs
of 17 mg/Nm3, by considering LoQ median value of chemiluminescence AMS.
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And fulfilling the ELV/LoQ > 5 ratio considered for the AMSs, leads to minimum ELVs 2-
8 mg/Nm3 by considering LoQ median values respectively on a 20 and 90 mg/Nm? range,
and 100 and 250 mg/Nm? range.

However, at these concentration levels, no AMS would respect the 15% uncertainty criteria
for AMSs and the 10% one for SRMs. Also, the ILCs show that currently (for NO2/NOx ratio <
10%), the uncertainty required by the SRM is only fulfilled for concentrations above
75 mg/Nma,

The results’ variability is among others linked to the NO- losses in the sampling lines and in
the converter, these are not considered when certifying the instrument. Although the NO;
proportion in most of combustion processes does not exceed 5%, specific NO and NO:
measurements would be desirable in the future to lower the SRM’s uncertainty level. The
TDLAS-CRDS techniques have potential but no instrument is however currently certified for
NO and NOa,.

Analysing the QAL2 test reports shows satisfactory results in terms of AMS and SRM
measurement results comparability, up to concentration levels of 50 mg/Nm3. However, as
shown above, the Umax srm << Umax auws condition that should be fulfilled for AMSs’ calibration
by SRMs is already not fulfilled. At lower concentration levels, the SRM measurement will be
associated with a measurement uncertainty that are likely to lead to biased ELV
compliance/incompliance declarations and to irrelevant AMS calibration in comparison with
SRM measurements.

It is hence not advisable to lower the NOy Daily ELV under 75 mg/Nm3, to maintain an
acceptable risk when declaring whether an AMS is compliant or non-compliant.

4.1.4 TOC
The comments below are based on the summary sheet found in Annex E.

The EN 12619 describes the SRM: TOC (often written as TVOC) measurement by
Continuous Flame lonisation Detector (FID) method.

Few AMSs are certified. In fact, from the 4 reports for which a QAL2 data reprocessing was
made, on 2 sites, none of the the instruments have certification data. The certified
instruments are mainly FID analysers, corresponding to the measurement technique for the
SRM.

LoQ:

Half of the certified instruments have a LoQ under or equal to 0.04 mgC/Nm3. Whether we
take the FTIR analyser into account or not, the median value varies little, and the maximum
value of 0.06 mgC/Nm3 is low. Not all of these certified FIDs are necessarily portable and
usable to implement an SRM, but it gives an estimate of the performance that can be
reached by FID analysers. To fulfil the ELV/LoQ = 10 ratio recommended as a good practice
for SRMs, this median value will lead to a minimum ELV of 0.4 mgC/Nm3, and for use as an
AMS, it would lead to a minimum ELV of 0.2 mgC/Nm3, assuming an ELV/LoQ = 5 ratio. Both
values are very low compared to the measurement uncertainty at such low concentration
levels.

Analysing 10 QAL2 test reports leads to minimum ELVs, enabling the fulfilment of the
variability test, that would already be higher: comprised between 0.8 and 4.6 mgC/Nm3, with
an average at 2.4 or 2.2 mgC/Nms3, depending on if this ELV is estimated by data
reprocessing or calculated based on the dispersion of differences between AMSs and SRMs.
In any case, the resulting ELVs will still be higher than the minimum ELVs based on the
LoQs. This is also likely to be linked, as seen with CO and NOy, to the fact that the variability
test is also impacted by the SRM'’s performances and not only those of the AMS.
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Figure 15: Certified AMSs’ LoQs when measuring TOC (TVOC)

Measurement uncertainty:

To measure NMVOC (Non-Methane Volatile Organic Compounds — for some plants NMVOC
is measured instead of TVOC, which is subject to an ELV), a French specific reference
document was written: XP X 43-554. Only This reference document, is the only one to define
an uncertainty level for the reference method at the Daily ELV level: 15%, being half of the
uncertainty threshold measurement imposed to AMSs.

The uncertainty mandated via an uncertainty budget of 15% at the level of the Daily ELV of
10 mgC/Nms3 can be fulfilled by 5 certified FID analysers out of 7. The 7 certified instruments
as well as the FTIR analyser fulfil the relative expanded uncertainty threshold of 23% (75% of
the uncertainty threshold set at 30%) for use as AMS.

AMSs' relative expanded uncertainties, in %, when measuring TOC,

determined at 10 mgC/Nm3
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Figure 16: Certified AMSs’ relative expanded uncertainties when measuring TOC (TVOC)

ILCs organised to evaluate the SRM’s implementation show that the uncertainty
increases when the concentration decreases, and that the 15% target set by the
French norm is in fact only fulfilled on sites with concentrations above 50 mgC/Nm3.
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Figure 17: Estimation of actual uncertainty using ILC, when measuring TOC

The peculiarity of TOC measurement is that the detection by flame ionisation determines a
TOC index without being able to quantify individually each volatile organic compound present
in the matrix. However, the various instrument models do not all have the same response
factors. The response factors for various families of compounds must be within ranges set by
the EN 12619 Standard for the SRM and the EN 15267-3 Standard for AMSs, but this
nevertheless induces a result variability linked to the use of different instruments during the
ILCs, to which the implementation variability must be added. Any condensation point in the
measurement line may hence cause a measurement bias. These elements contribute to
higher uncertainty levels during ILCs than the estimation based on each instrument’s
performance characteristics.

For concentration levels of 10-20 mgC/Nm3, the measurement uncertainty is of 23% on
average during the ILCs organised by INERIS, and of 20% for the comparisons organised to
validate the Standard. These results are above the 15% target. And when decreasing to
10 mgC/Nm3, which is under the current Daily ELV, the uncertainty increases rapidly.

At the current Daily ELV level, the Umnax srv << Umax aws condition that should be fulfilled
for AMSs’ calibration by SRMs is already not fulfilled.

Setting ELVs by considering that the ELV/LoQ ratio must be above 10, or 5, meaning under
1 mgC/Nms3, would lead to measurements at the ELV level with very high uncertainty. This
would affect the ELV compliance check both for periodic measurement and for self-
monitoring, and would affect the accuracy of the AMSs’ calibration function.

Comparison of the AMS / SRM measurements during QAL2 controls:

40 QAL2 test reports have been analysed. The measured average concentrations are
comprised between 0.1 and 3 mgC/Nm3. For 80% of the controls, the differences between
AMS and SRM were above 50% of the average AMS/SRM concentration. This can be linked
to the fact that, at these concentration levels, measurements come with a significant
uncertainty, as noticed during the ILCs for SRMs, and it is also likely to be the case for
AMSs.
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Besides, as previously mentioned, the response factors are neither exactly the same
depending on the FID analyser model, nor identical between a FID and an infrared analyser.
If the concentration increases, this can be linked to an increase of all the organic compounds
present in the matrix, but this can also be linked to a variation in the specific TVOCs’
spreading, leading to a different evolution of the FID index compared to the infrared index.

Conclusion for TOC

The FID reference method has good advantages: good sensitivity and linearity, large
response dynamic, but also has numerous weaknesses: the method only provides a single
index, the burner’'s geometry and its settings influence the measurement, the stability of air
and hydrogen pressures and flows must be checked, and the instrument must work with a
bottle of sufficient quality H, or Hx/He (without hydrocarbons). Any other method will have the
disadvantage of giving an index with emissions factors that differ from chemical families. It is
therefore difficult to calibrate an AMS with a different measurement principle than that of the
SRM if the FID index evolves differently from that of the infrared index. For this reason, the
United Kingdom enforces using a FID for self-monitoring.

Currently, the required uncertainty for the SRM is only reached for concentrations above
50 mgC/Nms3, and the measurement uncertainty exceeds 20% at the current Daily ELV level
of 10 mgC/Nms3. The analysis of QAL2 test reports shows that for concentrations under the
current Daily ELV, the average concentrations measured by AMS and SRM are rarely
comparable (it is not possible to tell if the difference comes from one or the other
measurement method).

A Daily ELV of 50 mg/Nm? would enable a minimized risk when declaring whether an
AMS is compliant or non-compliant. It is hence strongly recommended not to lower
the Daily ELV under the current value of 50 mg/Nm3.

4.1.5 Dust

The comments below are based on the summary sheet found in Annex E.

The EN 13284-1 Standard describes the SRM: Manual gravimetric method with sampling
using a filter.

LoQ:

The manual method has a Limit of Quantification of about 3 mg/Nms3, resulting from a
weighting Limit of Quantification of about 1 mg for the filter and of 2 mg for the dry extract
(coming from the sampling probe’s rinsing, upstream of the filter), assuming a 1 hour
sampling at a rate of about 1 m3/h. A minimum ELV calculation can be made from this LoQ,
while fulfilling the good practice that the LoQ must be under 10% of the ELV, leading to a
minimum Daily ELV of 30 mg/Nm3. For a compliant sampling on a plant with a Daily ELV of
10 mg/Nms3, a 3 hours and 20 minutes sampling would be necessary if the sampling flow is
maintained at a rate of about 1 m3/h. A 1 hour and 40 minutes sampling is also possible by
doubling the sampling flow to 2 m3/h. It is difficult to go beyond this flow, because of technical
limitations linked with the site sampling conditions and the sampling pumps which are used.

The LoQs calculated for the AMSs using transmission or (retro)-diffusion opacity
measurement techniques, or triboelectric techniques, are variable (0.00018 to 0.9 mg/Nms3),
with a median value of 0.06 (mg/Nm?3). Fulfilling the ELV/LoQ = 5 ratio leads to very low Daily
ELVs: 0.3 mg/Nm3 for the median value, or even 0.07 mg/Nm3 for triboelectric probes that
perform better here than opacity measurement.
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Figure 18: Certified AMSs’ LoQs when measuring Dust

Analysing 12 QAL2 reports leads to minimum ELVs, enabling the fulfilment of the variability
test, much higher than the 0.07 to 0.3 mg/Nm? values: 1.5 to 5.1 mg/Nms.

The minimum ELVs, based on 5 times the median value of LoQs, appear low for instruments
nowadays used on sites, given the QAL2 control results. This is likely to be linked to the fact
that the QAL2, and hence the variability test, is also impacted by the SRM's performances,
and not only those of the AMS.

Measurement uncertainty:

The currently enforceable EN 13284-1 Standard does not foresee an uncertainty threshold.
However, the revised text (expected for publication in 2017) mandates reaching a level of
20% at the Daily ELV, value that is very close to the level required for the AMSs, being 23%,
and which does not fulfil the Umax srm << Umax aus condition, necessary for a robust QAL2
calibration.

The ILCs made on industrial sites when validating the Standard show that the uncertainty is
about 60% for average concentrations around 10 mg/Nm?3 and higher under this value. The
target uncertainty of 20%, mandated for the SRM European Standard, is in fact only reached
on sites with concentrations above 50 mg/Nm3 for a half-hour sampling. Reaching a 20%
level, at a level around 10 mg/Nm3, would imply sampling for nearly 4 hours. Although such
tests could be made for a QALZ2, this would increase their cost for the plant operator, unless
the number of admissible tests could be lowered (the EN 13284-2 Standard already allows
calibrating with a limited number of 5, parallel, long-term measurements).

The uncertainty required for AMSs is 23%. The measurement relative expanded uncertainty
varies according to the analysis principle:

- Opacity measurement / transmission: 5.2 to 13.4%; average: 7.2%
- Retro diffusion: 0.9 to 12.3%; average: 6.7%
- Triboelectric probe: 8.2% to 9.5%; average: 8.9%
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Figure 19: Certified AMSs’ relative expanded uncertainties when measuring Dust

All the certified instruments respect the uncertainty criteria of 23% at the current Daily
ELV level of 10 mg/Nms3. However, the relative uncertainty will increase if the Daily ELV
is lowered; with the optimistic hypothesis that the uncertainty varies linearly with the
concentration, the lowest ELV for which the best-performing certified instrument (DIFF-2)
could comply with the 23% threshold would be 0.015 mg/Nm3. Considering an AMS near the
median value, the lowest ELV for which the certified instrument could comply with the 23%

threshold would be 2.8 mg/Nms3,
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Figure 20: Estimation of actual uncertainty using ILC, when measuring dust

Analysing some QAL2 test reports shows that the lowest uncertainty levels, fulfilling the
variability test, are 1 to 1.5 times those determined by the uncertainty budget. The lowest
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values are reached by 2 installations where the mean of the measured values is very low
(0.12 mg/Nm?3), but these values are suspicious because they are way under the SRM’s
LoQ.

If many AMSs could be tested in parallel and for concentration levels under 10 mg/Nms, the
relative expanded uncertainty would also be higher than that given in the certificates.
However, the Umax srm << Umax ams condition that should be fulfilled for AMSs’ calibration
by SRMs is hence not fulfilled, this can affect the calibration function and therefore the
accuracy of the results given by the AMS.

Comparison of the AMS / SRM measurements during QAL2 controls:

Analysing QAL2 reports corresponding to the control of 39 AMSs (cf. Annexes B and C)
shows that the average concentration levels during the tests vary from 0.12 to 9.2 mg/Nma.
The quality of the equations (R? value) increases with the concentration level. From very poor
(0.15) at 0.25 mg/Nm3, it reaches 0.6 at a concentration of 9 mg/Nm3. On average, the
calibration function is not relevant (R2 < 0.5) under 5 mg/Nm3. The only surrogate that can be
developed to have a realistic calibration function for such low concentration levels are:

- Using substitutes to the reference materials (for example, optical filters); there are very
few substitutes proposed by AMS manufacturers. But their relevance must be checked
during the certification test.

- Injecting dust in the duct. It must be mentioned that this technique is only valid if the
injected dusts are of the same characteristics (dimension, colour) as those present in the
duct in the case of optical AMSs. If it is not the case, it can induce a bias in establishing
the calibration function.

Conclusion for Dust

The manual reference method has a high Limit of Quantification that can be lowered to
1 mg/Nm? at the expense of longer samplings (2 to 4 hours), to respect the good practices
(ELV/LoQ > 10).

The AMSs have generally low Limits of Quantification (0.3 mg/Nm?3 as median value) which
could enable quality measurements for Daily ELVs of 1.5 mg/Nm3. However, the analysis of
QAL2 reports shows that the variability tests are only fulfilled for Daily ELVs above 1.5 to
5.1 mg/Nm3 depending on the case. This is mainly due to the SRM.

To respect an uncertainty level under 20%, the manual reference method, requires Daily
ELVs equal to or above 50 mg/Nms3. At this concentration level, the AMSs have an
uncertainty of about 7%. This uncertainty measurement could be a bit higher if, like for the
ILCs, many instruments were simultaneously performing measurements on the same matrix.

The Umax skm << Umax ams condition that should be fulfilled for AMSs’ calibration by
SRMs is hence not fulfilled, this can affect the calibration function and therefore the
accuracy of the results given by the AMS.

Analysing QAL?2 test reports confirms the impossibility of establishing a calibration function
for concentrations under 5 mg/Nms3. For higher concentrations, the obtained calibration
functions slopes are more reliable, without however confidence into the accuracy given due
to the high uncertainty of the SRM.

Using the reference method is necessary to calibrate the AMSs, if the supplier does not
propose reference material substitutes that are validated during the instrument’s certification.
Nevertheless, its relatively poor performances may lead to poorly reliable calibration
functions, which would lead to falsely declare an installation’s compliance/non-
compliance.
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A Daily ELV of 50 mg/Nm3 would provide a minimal risk when declaring whether an
AMS is compliant or non-compliant. It is hence strongly recommended not to lower
the Daily ELV under the current value of 10 mg/Nms3.

4.1.6 SO2
The comments below are based on the summary sheet found in Annex E.

The EN 14791 describes the SRM: manual bubbling and ionic chromatography method.
LoQ:

The manual method has a Limit of Quantification of about 0.16 mg/Nm3, assuming a 1-hour
sampling time. A minimum ELV calculation, based on this LoQ, while fulfilling the good
practice that the LoQ must be under 10% of the ELV, leads to a minimum Daily ELV of
1.7 mg/Nms3,

The LoQs calculated for the AMSs using NDIR/GFCIR, FTIR, NDUV, GFCUV and DOAS
techniques are variable (0.06 to 3.7 mg/Nm3), with a median value of 0.6 mg/Nm3, for a
range of 75 mg/Nm3. Compliance with the ELV/LoQ = 5 ratio leads to very low Daily ELVs:
0.3 to 17.5 mg/Nm? (3 mg/Nm?3 as a median value). We note that no technique outperforms
the others.
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Figure 21: Certified AMSs’ LoQs when measuring SO>

Analysing 10 QAL?2 test reports however leads to significantly higher minimum ELVs (7.1 to
27.6 mg/Nm3), enabling the fulfilment of the variability test, than these values of 0.3 to 17,5
mg/Nm?3 (and 3 mg/Nm? as median value): The minimum uncertainty values calculated are
near what is stated in the certificates.

The minimum Daily ELVs based on 5 times the LoQs’ median value appears low for
instruments used on nowadays sites, given the QAL2 control results. This is likely to be
linked to the fact that the QAL2, and hence the variability test, is also impacted by the SRM’s
performances, and not only those of the AMS.
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Measurement uncertainty:

The currently enforceable EN 14791 Standard mandates reaching a level of 20% at the Daily
ELV, a higher value than what is mandatory for AMSs, i.e. 15% when considering 75% of the
legally-binding threshold, which is an important drawback and should lead to consider, in the
near term, using an alternative automatic method (a Technical Specification describing an
automatic method is being finalised by the CEN TC 264).

The ILCs led by INERIS to evaluate the SRM’s implementation performances show that the
20% uncertainty is fulfilled for concentrations above 150 mg/Nms3,
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Figure 22: Estimation of actual uncertainty using ILC, when measuring SO-

The mandatory uncertainty for AMSs, 15%, differs according to the analysis principle:
- NDIR: 7.6 to 15.3%; average: 10.4%

- GFCIR: 6.9 to 16.7%; average: 10.2%

- FTIR: 4.4 to 11.5%; average: 8.8%

- NDUV: 14%

- GFCUV: average: 11.2%

- DOAS: 5.2% to 13.6%; average: 10.7%

All the certified instruments, except 2 AMSs, respect the 15% uncertainty criteria for
the current Daily ELV level of 50 mg/Nm?3. However, the relative uncertainty will increase if
the Daily ELV is lowered; with the optimistic hypothesis that the uncertainty varies linearly
with the concentration, the lowest Daily ELV for which the certified best-performing
instrument (GFCIR-6) could fulfil the 15% threshold would be 13.7 mg/Nm3. Considering an
AMS near the median value, the lowest Daily ELV for which the certified instrument would
fulfil the 15% threshold would be 33 mg/Nm3.
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AMSs' relative expanded uncertainties, in %, when measuring S0, at 50 mg/Nm?3
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Figure 23: Certified AMSs’ relative expanded uncertainties when measuring SO-

Analysing some QAL2 reports shows that the lowest uncertainty levels, enabling the
fulfilment of the variability test, are close to those determined by uncertainty budget.

If many AMSs could be tested in parallel and for concentration levels under 50 mg/Nms, the
relative expanded uncertainty would probably be higher than that given by the certificates.

Comparison of the AMS / SRM measurements during QAL2 controls:

Analysing QAL2 reports corresponding to the control of 41 AMSs (cf. Annexes B and C)
shows that the average concentration levels during tests vary from 0.12 to 20 mg/Nm3. Many
calibration functions result from AMS/SRM compared results to which zero measurements or
span gases (for 14 calibration functions out of 41) were added. 5 of them are using effluent
enrichment (spiking) to artificially modify the measured concentration levels. Adding up these
measurements to determine the calibration function increases their quality, which often is
satisfactory when referring to their R2 value.

Nevertheless, 16 calibration functions out of 41 show slopes far from 1 or intercept points far
from zero, thus showing that when only low-concentration data pairs are available, the
calibration quality is uncertain. In this case, the AMSs must first be calibrated with a span
gas. These results show that this is not applied everywhere in Europe and makes it difficult to
interpret QAL2 results and the quality of the results given by the calibrated AMSs. This can
also be caused by biased SRM measurements, which would explain that even if the AMS
was calibrated, the slope could be very different from 1. Incompliance with the
Umax skm << Umax ams condition that should be fulfilled for AMSs’ calibration by SRMs,
brings doubt on the accuracy of the results given by the AMS.

Conclusion for SO»
The reference methods and the AMSs show satisfactory Limits of Quantification.

The manual SRM, however, gives results with an uncertainty above that of the
measurements given by the AMSs.

The SRM fulfils an uncertainty level under 20% for Daily ELVs equal to or above
150 mg/Nm3, the AMSs’ uncertainty being around 10% at 50 mg/Nm3. The
Umax srv << Umax ams condition necessary for a robust QAL2 calibration at the level of
the current Daily ELV of 50 mg/Nm?3 for Waste Incineration is hence not fulfilled, this
weakens the reliability of this calibration and therefore the accuracy of the results
given by the AMS.
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Analysing QAL?2 test reports for Waste Incineration plants shows that plant operators often
use enriched (spiking) effluents or combine AMS/SRM comparison data with those from gas
injection at zero or at span to artificially improve the calibration function.

In the current SRM implementation configuration, it is hence not desirable to lower
the Daily ELV under 50 mg/Nm?3 to maintain a minimal risk when declaring whether an
AMS is compliant or non-compliant.

The possible improvement routes are the following:
- With the current SRM, reduce the number of parallel tests for QAL2 operations by
significantly increasing the testing time.

- Use some certified GFCIR analysers as an alternative method to the SRM, which would
enable fulfilling uncertainty levels under 8% at 50 mg/Nm3 and would approach about
13% at 30 mg/Nm3,

The TDLAS-CRDS techniques also have potential. However, since no instrument are
certified today for SO, the performance characteristics of these instruments are not
available.

4.1.7 HCL
The comments below are based on the summary sheet found in Annex E.

The EN 1911 Standard describes the SRM: manual bubbling and ionic chromatography
method. This method determines the chloride concentration. An EN TS 16429 specification
technique was elaborated to automatically and specifically measure HCI (alone), but it is not
yet enforceable.

LoQ:

The manual method (SRM) has a Limit of Quantification varying from 0.08 to 0.33 mg/Nm3
according to the analysis laboratories, assuming a 1 hour sampling. A minimum ELV
calculation, based on this LoQ, while fulfilling the good practice that the LoQ must be under
10% of the ELV, leads to a minimum Daily ELV of 0.8 to 3.3 mg/Nm3, which is well under the
current Daily ELV of 10 mg/Nm3.

The LoQs calculated for the AMSs using the GFCIR, FTIR, TDLAS and DOAS techniques
are variable (0.008 to 1.08 mg/Nm3), with a median value at 0.18 mg/Nm3 for a certified
range of 0-15 mg/Nm3. Fulfilling the ELV/LoQ = 5 ratio leads to very low Daily ELVs: 0,04 to
5,4 mg/Nm3, and 0.9 mg/Nm3 as median value. The laser diode technique outperforms the
other techniques (LoQ = 0.06 mg/Nm? - Minimum Daily ELV = 0.3 mg/Nm§).
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AMSs' LoQs when measuring HCl (mg/Nm?)
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Figure 24: Certified AMSs’ LoQs when measuring HCI

Analysing 10 QAL?2 test reports however leads to much higher minimum ELVs (2.2 to 9.6
mg/Nms3) enabling the fulfiiment of the variability test, than the values of 0.04 to 5.4 mg/Nma:
The calculated minimum uncertainty values are significantly lower than those stated in the
certificates.

The minimum Daily ELVs, based on 5 times the LoQs’ median value, appear low for the
instruments nowadays used on sites, given the QAL2 control results. This is likely to be
linked to the fact that the QAL2, and hence the variability test, is also impacted by the SRM’s
performances, and not only those of the AMS. No QAL2 calibration was available, for
instruments using the TDLAS technique, to see if the minimum Daily ELVs can be
significantly lowered.

Measurement uncertainty:

The EN 1911 Standard mandates a level of 20% at the Daily ELV level. This level cannot be
improved given the method chosen.

The ILCs led by INERIS to evaluate the SRM’s implementation performance show that
at a concentration of 10 mg/Nms3, the uncertainty is very high (~70%). The target
uncertainty of 20% mandated by the European Standard is in fact only fulfilled on sites
for concentrations above 50 mg/Nms3. The results can be even poorer when the
installation uses ammonia or urea to abate NOy concentrations. In these conditions,
an ammonium chloride aerosol is formed; it is gaseous above 180°C, but it can
condensate in the sampling probe if cold points exist or it can be trapped on the filter
if it is at a temperature colder than 180°C. In such cases, it was shown that towards
10 mg/Nms, the uncertainty is not 70%, but exceeds 120%.
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Figure 25: Estimation of actual uncertainty using ILC, when measuring HCI

75% of the legally-binding uncertainty for AMS is 30%. Expanded uncertainty varies
according to the analysis principle:
- GFCIR: 7.9 to 12.8%; average: 10.6%

- FTIR: 8.1to 12.2%; average: 10.6%
- TDLAS: 7.7 to 13.4%; average: 10.6%
- DOAS: 12.5%

All the certified instruments fulfil the 30% uncertainty threshold for the Daily ELV level
of 10 mg/Nms3. However, the relative uncertainty will increase if the ELV is lowered; with the
optimistic hypothesis that the uncertainty varies linearly with the concentration, the lowest
Daily ELV for which the best-performing instrument (TDLAS-1) could fulfil the 30% threshold
would be 2.6 mg/Nm3. Considering an AMS near the median value, the lowest Daily ELV for
which the certified instrument would fulfil the 30% threshold would be 4 mg/Nm3.

Note that one of the 2 best-performing TDLASs in terms of LoQ also has the lowest
uncertainty. The reverse result is obtained with the TDLAS-2.
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AMSs' relative expanded uncertainties, in %, when measuring HCl at 10 mg/Nm?3
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Figure 26: Certified AMSs’ relative expanded uncertainties when measuring HCI

Analysing some QAL2 reports shows that the lowest uncertainty levels, enabling the
fulfilment of the variability test, are 2 to 3 times lower than those determined by uncertainty
budget.

If many AMSs could be tested in parallel and for concentration levels under 10 mg/Nm3, the
relative expanded uncertainty would also be higher than that given in the certificates.

Comparison of the AMS / SRM measurements during QAL2 controls:

Analysing QAL2 reports corresponding to the control of 39 AMSs (cf. Annexes B and C)
shows that the average concentration levels during the tests vary from 0.1 to 25.4 mg/Nm3.
Many calibration functions result from AMS/SRM comparisons to which zero measurements
(19 of them) or even span gas measurements (for 11 calibration functions), were added. 4
others also use effluent enrichment (spiking) to artificially modify the measured concentration
levels. The quality of the calibration functions, despite the applied surrogates as described
above, is satisfactory for only 12 of them (R2 > 0.9), mostly for concentrations above 5
mg/Nms3. Under 5 mg/Nm3, only 2 R2 values are above 0.9.

Incompliance with the Umax sk << Umax ams condition that should be fulfilled for AMSs’
calibration by SRMs, sheds doubt on the accuracy of the results given by the AMS.

Along with the fact that the SRM and AMS do not measure the same measurand and that the
European Directive is focused on HCI alone, the only interest of a QAL2 for HCI is the
potential detection of an AMS malfunction on the installation or of a problem in the probe
positioning in the sampling point (unrepresentative point).
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Conclusion for HCI
The reference methods and the AMS have satisfactory LoQs.

The manual SRM however gives results with uncertainties 5 to 10 times higher than the
measurements given by the AMSs at the current Daily ELV for Waste Incineration
(10 mg/Nm?3), when referring to the instruments’ certificates., For AMSs, if the variability
between instruments considered, as during the ILCs’ implementation, (implementation
variability and variability linked with the instruments), the performances’ difference between
SRM and AMS in terms of uncertainty would likely to be less important, but still present.

The manual reference method fulfils an uncertainty level under 20% for Daily ELVs equal to
or above 50 mg/Nm3, which is equal to 5 times the current Daily ELV for Waste Incineration.
With the AMSs’ uncertainty being around 10% at 50 mg/Nm?3. The Umax skm << Umax ams
condition necessary for a reliable QAL2 calibration at the level of the current Daily
ELV of 10 mg/Nm?3 for Waste Incineration is hence not fulfilled, this weakens the
reliability of this calibration and therefore the accuracy of the results given by the
AMS.

Analysing QAL2 test reports for Waste Incineration shows that control laboratories’ often
use enriched effluents or combine AMS/SRM comparison data with those from gas injection
at zero or at span, to artificially improve the calibration function.

In the current SRM implementation configuration, a Daily ELV of 50 mg/Nm? is
necessary to declare whether an AMS is compliant or non-compliant. It would be
desirable not to decrease ELV below 50 mg/Nms.

The possible improvement routes are the following:

- With the current SRM, reduce the number of parallel tests for QAL2 operations by
significantly increasing the testing time.

- Use certified FTIR, TDLAS or GFCIR analysers, fulfiling the EN TS 16429 “Stationary
source emissions. Sampling and determination of hydrogen chloride content in ducts and
stacks. Infrared analytical technique”,as an alternative method to the SRM, which would
enable fulfilling uncertainty levels under 8% at 10 mg/Nm3.

While such automatic methods could enable lowering the measurement uncertainty, one
of the difficulties with these methods is their calibration, which requires a specific injection
device, long passive line periods and a significant gas consumption for calibration.
Management of these aspects should be tested during validation tests which should
terminate around June 2018.

4.1.8 HF

The comments below are based on the summary sheet found in Annex E.

The NF X 43-304 Standard describes the SRM (no European Standard available): Manual
method by filtration and bubbling in soda and ionometry, spectrophotometry, or ion exchange
chromatography analysis, after filter treatment. This method determines the fluoride ions’
concentration.

LoQ:

The manual method has a Limit of Quantification varying between 0.08 and 0.17 mg/Nms3,
depending on the analysis laboratory, assuming a 1-hour sampling time. A minimum ELV
calculation, based on this LoQ, and fulfilling the good practice that the LoQ must be under
10% of the ELV, leads to a minimum Daily ELV of 0.8 to 1.7 mg/Nm3. To fulfil the ELV/LoQ >
10 ratio, it may be necessary to increase sampling time above 1 hour.

The LoQs calculated for the AMSs using the GFCIR, FTIR, TDLAS and DOAS techniques
are variable (0.006 to 0.2 mg/Nm3), with a median value at 0.1 mg/Nm? for a certified range
of 3 or 5 mg/Nma.
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Fulfilling the ELV/LoQ = 5 ratio leads to the following Daily ELVs: 0.03 to 1 mg/Nm?3 (0.5
mg/Nm? for the median value, which is only half of the current daily ELV set at 1 mg/Nm3).
Note that the FTIR-3 and the TDLAS-3 outperform the other techniques (LoQ = 0.006 or
0.008 mg/Nm3 - Minimum Daily ELV = 0.03 or 0.04 mg/Nm3).

AMSs' LoQs when measuring HF (mg/Nm?3)
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Figure 27: Certified AMSs’ LoQs when measuring HF

Analysing 2 QAL2 test reports on a non-certified AMS however leads to minimum ELVs (0.1
and 0.2 mg/Nm3.) enabling the fulfilment of the variability test, that are lower than these
values of 0.03 to 1 mg/Nm3: The calculated minimum uncertainty values are significantly
lower than those stated by the certificates.

The minimum Daily ELVs, based on 5 times the LoQs’ median value, appear suitable for the
instruments nowadays used on sites, given the QAL2 control results.

Measurement uncertainty:

The NF X 43-304 Standard does not set a measurement uncertainty threshold, but it is
desirable not to exceed a relative expanded uncertainty of 20%, corresponding to 50% of the
threshold mandated for AMSs.

Too few results were obtained in ILCs to give reliable data on the estimation of the actual
uncertainty of HF determination in the field.

The mandated uncertainty at 1 mg/Nm3 for AMSs is 30% (75% of the uncertainty threshold
set to 40%). The uncertainty determined by uncertainty budget differs according to the
analysis principle:

-  GFCIR: 10.6%

- FTIR: average: 22%

- TDLAS: 10.8 to 37.9%; average: 21.7%

- DOAS: 18.4%

4 out of 10 of the certified instruments do not fulfil the 30% uncertainty criteria at the
current Daily ELV level of 1 mg/Nm3.

The relative uncertainty will increase if the ELV is lowered; with the optimistic hypothesis that
the uncertainty varies linearly with the concentration, the lowest ELV for which the best-
performing (TDLAS-3) certified instrument will fulfil the 30% threshold is of 0.36 mg/Nms.
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Considering an AMS near the median value, the lowest ELV for which the certified
instrument could fulfil the 30% threshold is 0.82 mg/Nmé.

Note that TDLAS-3, one of two best-performing AMS in terms of LoQ also has one of the two
lowest uncertainties (10.8%).

AMSs' relative expanded uncertainties, in %, when measuring HF at 1 mg/Nm?
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Figure 28 : Certified AMSs’ relative expanded uncertainties when measuring HF

Note that the techniques proposed above for the AMSs only measure gaseous HF.
Particulate fluor is not considered, while it is measured by the SRM. Also, it is possible that
part of the gaseous fluor is absorbed on the particulates and the sampling system’s
materials, thus biasing the AMSs’ measurements and increasing the difference between
AMS and SRM.

Analysing some QAL?2 test reports shows that the lowest uncertainty levels, enabling to fulfil
the variability test, are much lower than those determined by uncertainty budget.

If many AMSs could be tested in parallel and for concentration levels under 1 mg/Nms3, the
relative expanded uncertainty would probably also be higher than that given in the
certificates.

Comparison of the AMS / SRM measurements during QAL2 controls:

Analysing QAL2 reports corresponding to the control of 11 AMSs (cf. Annexes B and C),
shows that the average concentration levels during tests vary from 0.0 to 0.09 mg/Nms3.

9 calibration functions are based on results obtained by zero gas injection and in sensitivity,
because the SRM results often are under the Limit of Quantification and cannot be used.

In practice, because of the high SRM’s LoQ and of the non-compliance with the
Umax skm << Umax ams condition to be fulfilled for AMSs’ calibration by SRMs, the QAL2
calibration is inoperable at the current Daily ELV for Waste Incineration.
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Conclusion for HF

The reference method’s sampling time must be adapted to fulfil the good practice that
LoQ < 10% of the Daily ELV, for the Waste Incineration Daily ELV (currently: 1 mg/Nm3). The
AMSs’ LoQs are satisfactory.

The manual reference method fulfils an uncertainty level above 20% for Daily ELVs equal to
or above 150 mg/Nm3, which is a Daily ELV 150 times the current Daily ELV for Waste
Incineration, and the AMSs’ uncertainty is about 25% at 1 mg/Nm3. Given the incompliance
with the Umax srv << Umax ams condition to be fulfilled to calibrate AMSs with SRMs, the
QAL2 calibration is inoperable at the current Daily ELV level for Waste Incineration for
HF. A Daily ELV much higher than the current one will certainly be necessary to
declare whether an AMS is compliant or non-compliant.

The TDLAS technique has potential, but it does not measure particulate and gaseous fluor
and can hence not be an alternative to the current manual SRM.

4.1.9 NHs

The comments below are based on the summary sheet found in Annex E.

The NF X 43-303 Standard describes the SRM (no European Standard available): manual
method by bubbling in a H.SO, solution and ionic chromatography or molecular absorption
spectrophotometry analysis. This method determines the ammonia concentration.

LoQ:

The manual method has a Limit of Quantification of about 0.08 mg/Nm3, assuming a 1 hour
sampling time. A minimum ELV calculation, based on this LoQ, and fulfilling the good
practice that the LoQ must be under 10% of the ELV, leads to a minimum Daily ELV of
0.8 mg/Nm3,

The LoQs calculated for the AMSs using the NDIR, GFCIR, FTIR, TDLAS and DOAS
techniques are variable (0.012 to 0.88 mg/Nm3), with a median value of 0.21 mg/Nm? for a
range of 10, 15, 20 or 30 mg/Nm3. Fulfilling a ELV/LoQ = 5 ratio leads to the following Daily
ELVs: 0.06 to 4.4 mg/Nm?3 (1.05 mg/Nm3 for the median value). Note that the GFCIR and
TDLAS-3 outperform the other techniques (LoQ < 0.06 mg/Nm?® - Minimum Daily ELV <
0.3 mg/Nm3).

AMSs' LoQs when measuring NH; (mg/Nm?3)
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Figure 29: Certified AMSs’ LoQs when measuring NH-
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Analysing 4 QAL2 test reports linked to 2 types of AMSs however leads to minimum ELVSs,
enabling the fulfilment of the variability test, that are higher than these values of 0.06 to
4.4 mg/Nm3: 0.9 and 8.2 mg/Nms3. The calculated minimum uncertainty values are
significantly lower than those stated by the certificates for the NDIR-1 and about the same
magnitude for the FTIR.

The minimum Daily ELVs, based on 5 times the LoQs’ median value, would need to be
increased for instruments nowadays used on sites, given the QAL2 control results. This is
partly explained by the SRM’s influence on the QAL2 calibration process.

Measurement uncertainty:
The NF X 43-303 Standard does not require an uncertainty level via an uncertainty budget.

No uncertainty data coming from ILCs are available for concentrations lower than 5 mg/Nm?3.
Extrapolating based on the available data, the uncertainty at this concentration level is likely
to be around 100%. Other results are available but they were obtained while presence HCI
was in the matrix. Because of this, an ammonium chloride aerosol is formed; it is gaseous
above 180°C, but it can condense in the sampling probe if cold points exist or it can be
trapped on the filter if it is at a colder temperature than 180°C.

Expanded uncertainty for NH; in %rel.
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Figure 30: Estimation of actual uncertainty using ILC, when measuring NHs

At 10 mg/Nm?3, the SRM’s uncertainty is about 90%, while levels of 20% would be desirable if
we set a target of 50% of the legally-binding threshold for NHs self-monitoring for certain
Waste Incineration and Co-Incineration installations (cf. § 2.3.3). (In France, at national level,
the Daily ELV, which applies since July First 2014 is at 30 mg/Nm?)

The AMSs’ measurement uncertainty, calculated at 10 mg/Nm3, differs according to the
analysis principle:

- NDIR: 12.4%

- GFCIR: 6.9 to 22.4%; average: 12.9%

- FTIR: 6.2 to 12.5%,; average: 8.6%
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- TDLAS: 5.4 to 19.7%; average: 10.2%
- DOAS: 5.5 to 24.5%; average: 15.0%

All the 16 certified instruments fulfil the 30% uncertainty criteria (75% of the
uncertainty threshold mandated in France) for a concentration level of 10 mg/Nm3.
However, the relative uncertainty will increase if the ELV is lowered; with the optimistic
hypothesis considering that the uncertainty varies linearly with the concentration, the lowest
ELV for which the best-performing certified instrument (TDLAS-2 and 3) would still fulfil the
30% threshold would be of 1.8 mg/Nm3. Considering an AMS near the median value, the
lowest ELV for the certified instrument, fulfilling the 30% uncertainty, would be of
3.13 mg/Nm3,

Note that the TDLAS-3, which is one of the best performing in terms of LoQ, also has the
lowest uncertainty (5.4%).

AMSs' relative expanded uncertainties, in %, when measuring NH; at 10 mg/Nm?
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Figure 31: Certified AMSs’ relative expanded uncertainties when measuring NHs

Analysing some QAL?2 test reports shows that the lowest uncertainty levels, enabling the
fulfilment of the variability test, are 5 times lower than those determined by uncertainty
budget for one of the instruments, but 5 times higher for the other instruments.

If many AMSs could be tested in parallel and for concentration levels under 10 mg/Nm3, the
relative expanded uncertainty would probably be higher than that given in the certificates.

Comparison of the AMS / SRM measurements during QAL2 controls:

Analysing QAL2 reports corresponding to the control of 21 AMSs (cf. Annexes B and C)
shows that the average concentration levels during tests varied from 0.06 to 9.9 mg/Nm3 on
sites where the Daily ELV was between 4 and 30 mg/Nm3, most frequently 10 mg/Nm3. For a
large number, of the 13 cases, the SRM measurements are under the LoQ, which shows that
the manual SRM is unsuitable for QAL2 calibration for a Daily ELV of 10 mg/Nm3. Many
calibration functions come from the AMS/SRM results comparison, to which some zero
measurements (11 of them) or measurements with span gases (for 8 calibration functions),
were added. The calibration functions’ quality, despite the surrogates mentioned above and if
we refer to the R2 value, is satisfactory only for 6 of them (R? > 0.9). Note that some slopes
are quite far from 1, showing that the French recommendation to calibrate the AMS with a
span gas before calibration is not followed, which prevents detecting if the calibration result is
outlying or not. This can also be due to biased SRM measurements, which would explain that
even if the AMS has been calibrated, the slope can be very different from 1.
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Incompliance with the Umnax srm << Umax ams condition, that should be fulfilled for AMSs’
calibration by SRMs, weakens the accuracy of the results given by the AMS.

Conclusion for NHs
The reference methods and the AMS show satisfactory Limits of Quantification.

The manual reference method gives results with an uncertainty at least 10 times above that
of the measurements given by the AMSs at a concentration of 10 mg/Nm3, often set as a
Daily ELV.

The Umax srv << Umax ams condition, necessary for a reliable QAL2 calibration at the level
of 10 mg/Nm3 is hence not fulfilled, this weakens the reliability of this calibration and
therefore the accuracy of the results given by the AMS.

In many QAL?2 calibration cases, an important number of SRM measurements are under the
LoQ, showing that the manual SRM is not suitable for QAL2 calibration at 10 mg/Nm3.
Many calibration functions come from AMS/SRM comparison results, to which zero
measurements and, in some cases, measurements with span gases, have been added. The
calibration functions’ quality, despite the surrogates used and described above, is
satisfactory only for 30% of calibrations (R2 > 0.9). A Daily ELV higher than the current
one in France (30 mg/Nm?3) will certainly be necessary to declare with a minimal risk
whether an AMS is compliant or non-compliant.”

The TDLAS techniques have potential. Some certified instruments have a low Limit of
Quantification and a calculated uncertainty of 5.4%. This technique could be an alternative to
the current reference method. The QAL2 calibrations made by this technique at a level of
10 mg/Nm?* would ensure that the calibrated AMSs’ results are more reliable. It would be
useful to have a Standard describing this alternative method, describing the calibration
process with a calibration gas or an alternative instrument.

4.1.10 He
The comments below are based on the summary sheet found in Annex E

The EN 13211 Standard describes the SRM: Manual method of determination of the
concentration of total mercury by filtration and bubbling in an acid solution and atomic
absorption spectrophotometry after filter treatment. This method determines the mercury
concentration as Hg° (elementary mercury) and Hg?* (ionic mercury).

LoQ:

The manual method has a Limit of Quantification varying from 0.024 to 0.048 pg/Nms3
depending on the analysis laboratory to which the trapping devices are given, assuming a
1 hour sampling time. A calculation of the minimum ELV, based on this LoQ, and fulfilling the
good practice that LoQ must be under 10% of the ELV, leads to a minimum Daily ELV of
0.24 to 0.48 pg/Nms.

The LoQs calculated for the AMSs using the Zeeman Effect Atomic Absorption, UV CVAAS
Cold Vapour Atomic Absorption Catalytic Reduction and UV DOAS Catalytic Reduction
techniques are variable (0.024 to 0.72 pg/Nm3), with a median value of 0.14 pg/Nms3 for a
range of 10 to 45 pg/Nm?3 depending on the AMSs. Fulfilling the ELV/LoQ = 5 ratio leads to
very low Daily ELVs: 0.12 to 3.6 pg/Nm3 (0.7 pg/Nm?3 as a median value).

Measurement uncertainty:

The EN 13211 Standard does not set an uncertainty level mandated via an uncertainty
budget for the SRM, and the legislation does not set a threshold for self-monitoring either.
The ILCs led by CEN to validate EN 13211 have shown a relative expanded uncertainty of
42% in the range 4-10 pg/m3and 26 % for the range 40-100 pg/m3.
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The uncertainty determined by uncertainty budget for certified AMSs differs according to the
analysis principle:
- Zeeman Effect Atomic Absorption: 2.3% at 30 ug/Nm?

- UV CVAAS Cold Vapour Atomic Absorption Catalytic Reduction: about 10 % at 30
Hg/Nm?3

- UV DOAS Catalytic Reduction: average: 10.7% at 30 pg/Nm?

If many AMSs could be tested in parallel and for concentration levels under 50 pg/Nms, the
relative expanded uncertainty would probably be higher than that given in the certificates.

Note that the techniques proposed above only measure gaseous Hg while the SRM also
considers the particulate fraction, which contributes to increase the measurement uncertainty
compared to AMS measurements. However, the particulate fraction is generally low (< 1% of
the total Hg) and the difference between the AMS and SRM measurements, is hence limited.

Analysing QAL2 reports corresponding to the control of 2 AMSs (cf. Annexes B and C)
shows that the average concentration levels during tests were under the Limit of
Quantification for one of them and below 20 ug/Nms3 for the others. In this second case, the
calibration function has a high intercept point.

Incompliance with the Umax srm << Umax ams condition, that should be fulfilled for AMSs’
calibration by SRMs, weakens the accuracy of the results given by the AMS.

Alternative methods to the SRM were tested in Germany, based on mercury adsorption on
solid adsorbing traps composed of activated or iodised carbon. The combination of KCI traps
or Dowex ® ion exchange with activated carbon traps also enables differentiating oxidised
from elementary mercury in the gas stack. Handling the traps is generally very easy and the
sampling can easily be automated, enabling longer sampling times by hours, days or weeks,
which is not possible with the reference bubbling method. Comparisons were made on
industrial sites and have shown equivalence with the SRM (project financed by VGB and
associating GDF SUEZ, Enel and E.ON with the Magdeburg University
http://www.bmua.de/pdfs/Quecksilberkonzentrationen.pdf).

Conclusion for Hg
The reference methods and the AMSs have satisfactory Limits of Quantification.

The manual reference method however gives results for which the uncertainty is at least 3
times higher (30%) than those given by AMSs at the level of the current Daily ELV for Waste
Incineration (50 pg/Nm3).

The Umax srm << Umax ams condition necessary for a reliable QAL2 calibration at the level
of the current Daily ELV of 50 ug/Nm?3 for Hg for Waste Incineration is hence not
fulfilled, this weakens the reliability of this calibration and therefore the accuracy of
the results given by the AMS.

Some of the AMSs have interesting performance characteristics, for instance the MERCEM
300Z from SICK Maihak, but it is not usable as an alternative method to the SRM.

With the SRM, a Daily ELV above 50 pg/Nm?3 would be necessary to declare with a
minimal risk whether an AMS is compliant or non-compliant.

Alternative methods to the SRM were tested in Germany, based on mercury adsorption on
solid adsorbing traps enabling to differentiate oxidised and elementary mercury in the gas
stack. The possibility of increasing the sampling time, by hours, days or weeks, enables
much more reliable QAL2 calibrations than the current SRM.
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4.1.11 PAH

The NF X 43 329 Standard describes the SRM (no European Standard available): the
sample is taken in an isokinetic manner; the particulate fraction is collected on a filter whose
material must be chosen according to the sampled gases’ temperature and physical-
chemical nature; the gaseous fraction is trapped by condensation and adsorption on XAD2
resin.

Liquid and solid samples are taken to a laboratory and are extracted/prepared to enable a
High-Performance Liquid Phase Chromatography (HPLC) or a gaseous phase
chromatography coupled with mass spectrometry (GC/MS).

ILCs on SRM implementation during the validation of the standard, limited to 5 laboratories,
were performed in 2001 and gave the following results, giving the absolute expanded
uncertainty (noted U), according to the concentration (noted C):

Fluoranthene

range: 30 — 1050 pug/Nm?3 U= 0.0006C? — 0.1266C + 56.678
Indeno (1,2,3-c,d) pyrene

range: 5 — 150 pg/Nm? U = 0.006C? + 0.4966C + 5.4468
Benzo (g,h,i) perylene

range: 5 — 100 ug/Nm?3 U =0.0048C?% + 0.7150C + 0.7014
Dibenzo (a,h) anthracene

range: 1 — 25 pug/Nm? U =0.4076C + 4.2936
Benzo (a) pyrene

range: 5 — 300 pg/Nm? U =0.2908C + 23.45
Benzo (k) fluoranthene

range: 3 — 250 pg/Nm? U = 0.0082C? + 0.8554C + 30.948
Benzo (b) fluoranthene

range: 5 — 800 pg/Nm? U = 0.0004C? + 0.9582C — 7.566
Benzo (a) anthracene

range: 10 — 250 pg/Nm3 U =0.0018C? + 0.2772C + 13.691

Conclusion for PAH:
Given the limited number of ILCs organised for PAHs and with only 5 laboratories making
parallel trials, the given uncertainty levels must be considered as indicative.

It is difficult to assess the SRM results’ reliability and to make recommendations in terms of
limit concentration levels under which the uncertainty would not be acceptable to declare
(in)compliance.

4.2 PERSPECTIVES FOR NEW, BETTER-PERFORMING METHODS

The techniques described below, except the TDLAS technique for which some AMSs are
already certified, are still at experimental stages or are used for ambient air characterisation
where there are less sampling difficulties than for emissions sampling (hot, wet and corrosive
gases).
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4.2.1 TUNABLE DIODE LASER ABSORPTION SPECTROSCOPY (TDLAS)

Classic analysers are limited because they use white light and filters. The available power for
a given wavelength is relatively weak.

With the TDLAS method, the light sources and the filters are replaced by a material (like
silicon) that emits light at a nearly-fixed wavelength. The bandwidth is around 10* cm.
Interferences with other gases are very limited.

Laser diodes are probably the most widely used tunable lasers. They present the advantage
of virtually covering all the light spectrum, from near-ultraviolet to mid-infrared. For a given
material, the reading bandwidth is of a few tens of nanometers in the near-infrared and up to
several micrometres in the mid-infrared (quantum cascade laser).

Many methods exist to tune diode lasers’ wavelengths.

A diode laser’s tunability may be obtained by modifying its voltage or its temperature.
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Figure 32: LGA-4000 Process Laser Gas Analysis System Scheme (figure from Teledyne)

Advantages
- The diode laser emits at a precise wavelength, giving it a very good selectivity,

- No gas treatment for on-site version,
- No temperature influence,
- Short response time (2 to 10 sec),

- Many measurable gases: HCI, HF, H2S, NHs, O,, H,O, CO, CO,, NO, NO,, N2O, HCN,
C2H2, CsHs, CHsl, CH30H...

Weaknesses
The diode laser can be impacted by minor modulations which may create problems on the
measured substance.

4.2.2 CAVITY RING DOWN SPECTROSCOPY (CRDS) — ABSORPTION TECHNIQUE

Traditional infrared spectroscopy, such as the FTIR Fourier transform, uses a measurement
cavity containing reflecting mirrors to lengthen the light's path (the distance crossed by the
infrared beam in the sample) up to a few tens of meters. As the light path intervenes
proportionally in the measurements’ sensitiveness, the FTIR spectroscopy’s is hence limited.
The very high sensitiveness of the Cavity Ring Down Spectroscopy (CRDS) absorption
spectroscopy is hence one of its advantages. Highly-reflecting mirrors contain the light beam
in the cavity, making it resonate (called an optically-resonating cavity). When injecting a laser
impulsion in the cavity, it will take 10,000 paths until the light impulse is totally extinguished.
The light paths hence obtained with an extended cavity are multiplied by a 1,000-factor
compared to a traditional spectroscopy, thus increasing equally the sensitivity.
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Advantages

- Very sensitive technique because of the great mirrors’ reflectivity, producing very long
light paths and giving a very good sensitiveness,

- Good time and space resolution,

- Avoids source fluctuations.
Disadvantage

No experimental feedback for emissions because the technique is mostly used for ambient
air measurement.
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Figure 33: CRDS instrument with an impulsion laser

4.3.1 OPTICAL FEEDBACK CAVITY ENHANCED ABSORPTION SPECTROSCOPY (OFCEAS)

OFCEAS uses the extended cavity principle, enabling the system to analyse long light paths
(1 to 10 km) and hence have very low Limits of Detection. The laser source is a continuous
one (non-impulsed), giving the system a great stability. The main novelty of the OFCEAS is
its “feedback” principle: part of the emitted beam is sent back from the cavity to the laser.
This feedback enables tuning the laser and the cavity to create a resonating phenomenon.
This phenomenon’s immediate consequence is the particularly strong intensity and very
narrow bandwidth of the wavelengths, giving a great sensitivity.

Advantages

- Very high spectrum resolution measurement.

- Gas sampling is made by a low-pressure probe carrying the sample from the sampling
point to the analyser avoiding substances’ absorption / desorption, condensation or the

need to carry via a heated tube. The sample is hence complete. The very low suction
rate enables very low response times and minimum fouling.

- The analyser should show very low zero drifts and sensitiveness, a low detection limit
(ppb) and a limited maintenance (10 years life expectancy for infrared laser sources), a
good reliability and low operation costs.
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Figure 34: Experimental OFCEAS Scheme (AP2e Document)

4.3.2 INTERFERENTIAL SPECTROMETRY THROUGH SELECTIVE MODULATION (ISSM)

IR or UV absorption bands’ fine structures are separated by a nearly-constant difference in
wavelengths. It is hence possible, by using a suitable optical device, to create optical
interference fringes between these spectrum lines.

Such a method is nearly-totally specific, because each substance is found, on one hand, by
the absorption band’s wavelength, and on the other hand, by the difference between the
spectrum lines on the same band.

This principle enables creating multi-substances analysers (SO, NO, HCI...).

Cdibration wheal

Figure 35: Interferential Spectrometry through Selective Modulation (ISSM) measurement
principle

Ref.: DRC-17-168319-02463B Page 81 of 132



5. LIST OF ANNEXES

: Number of

Annex Title pages
QAL2 test reports analysis:

Annex A |Minimum ELV and relative expanded uncertainty fulfilling 5
the variability test
QALZ2 test reports analysis:

Annex B |Comparison of average concentrations measured by AMSs 11
and SRMs — Calibration functions
QALZ2 test reports analysis:

Annex C |Graph representation of measurements [AMS;SRM] and 11
calibration function
Calculation of the uncertainty associated with a

Annex D |concentration expressed on dry gas and at an oxygen 4
reference concentration

Annex E  |Summary sheets showing SRM and AMS performances 11

Ref.: DRC-17-168319-02463B

Page 82 of 132



ANNEX A

QALZ2 test reports analysis:
Minimum ELV and relative expanded uncertainty fulfilling the
variability test
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QAL2 of AMSs measuring CO

* VLE mi .
Uc,rel | * Cmoy | ** Nombre |* VLE du Nombre couples| Incertitude minimale min * Sp,min * VLE min | .
Rapport . o ) . . . o avec ™" Inbre couples| VLE min .
dlessais Marque Modeéle Principe requise | mesurée |de mesures| site Sp | de valeurs pour |pour test de variabilité P pour pour test calculée calculée Commentaires
% ar SRM | AMS/SRM test conforme (% i avec S,
)| par (*) des données | VLEMn VEC | avec Sp\min
so1 Environnement MIRFT FTIR 10 5,9 6 30 0,31 6 2,2 6,8 idem idem 6,1
SA 10 5,9 6 30 0,18 6 1,2 6,0 0,24 3 3,5 4,7
. 10 24,7 17 50 0,73 17 2,9 23,6 0,39 3 14,4 7,7 VLE ne peut étre testée plus bas car plus que 3 couples de valeurs
S02 Sick MCS 100 EHW P IR — -
10 24,7 18 50 0,69 18 2,8 23,5 0,64 3 13,5 12,6 VLE ne peut étre testée plus bas car plus que 3 couples de valeurs
s05 ABB ABB ACF FTIR 10 8,8 18 50 1,45 16 5,8 29,2 idem idem 28,4
10 8,8 15 50 1,10 14 4,4 20,1 0,99 13 21,5 19,5
10 21,7 15 50 1,29 15 5,2 18,6 1,15 3 25,2 22,5 VLE ne peut étre testée plus bas car plus que 3 couples de valeurs
08 Environnement MIR 9000 R 10 25,6 16 50 1,15 15 4,6 17,7 0,60 3 22,5 11,8 VLE ne peut étre testée plus bas car plus que 3 couples de valeurs
SA 10 51,6 18 50 18,25 [Test de variabilité ne passe pas
10 48,2 17 50 0,87 12 3,5 16,0 0,41 3 17,1 8,0 VLE ne peut étre testée plus bas car plus que 3 couples de valeurs
*:en (mg/m o sec 11 % O,) **: pour déterminer la fonction d‘étalonnage VLE min calculéeavec Sp= Spx1,96x100/Uc,rel VLE min calculée avec Sp min= Sp,minx1,96x100/Uc,rel
QAL2 of AMSs measuring NOx
. .. * VLE min . .
Uc,rel | * Cmoy | ** Nombre |* VLE du Nombre couples| Incertitude minimale * Sp min VLEmin | v e in
Rapport N - . . R N o avec ’ nbre couples lculé .
dlessais Marque Modele Principe requise | mesurée |de mesures| site Sp | de valeurs pour |pour test de variabilité I — pour RN (G calculee calculée Commentaires
% SRM | AMS/SRM test f % . i S
(%) | par €3 TR (1) des données eniy Ve avec Sp,min
impossible de tester a une concentration plus faible car a 69
so1 Environnement MIRFT FTIR 20 78,2 17 70 1,29 3 4,3 12,6 mg/mg’ il ne resterait que 2 couples pour test de variabilité
SA impossible de tester a une concentration plus faible car a 69
20 78,2 18 70 0,54 4 1,7 5,3 mg/mg’ il ne resterait que 2 couples pour test de variabilité
o Sick MCS 100 EHW P R 20 74,1 18 80 2,68 9 6,9 43,0 3,06 3 26,3 29,9 VLE ne peut f-tre test?e plus bas car plus que 3 couples de valeurs
20 74,1 18 80 1,38 9 3,5 443 1,80 3 13,5 17,7 VLE ne peut étre testée plus bas car plus que 3 couples de valeurs
20 67,8 17 80 3,13 10 8,0 67,9 1,37 3 30,7 13,5 VLE ne peut étre testée plus bas car plus que 3 couples de valeurs
S05 ABB ABB ACF FTIR
20 67,8 15 80 7,76 12 19,6 69 6,56 7 76,1 64,3
20 166,9 18 200 6,57 18 6,6 141,9 9,55 3 64,4 93,6 VLE ne peut étre testée plus bas car plus que 3 couples de valeurs
S08 Environnement MIR 9000 R 20 168,4 17 200 7,94 17 7,9 144 10,31 3 77,8 101,0 VLE ne peut étre testée plus bas car plus que 3 couples de valeurs
SA 20 187,1 18 200 14,16 11 14,4 184,8 16,72 6 138,7 163,8
20 187,1 18 200 4,75 12 4,8 152,1 0,29 3 46,6 2,8 VLE ne peut étre testée plus bas car plus que 3 couples de valeurs

*:en (mg/m ¢ sec 11 % 0,)

** : pour déterminer la fonction d'étalonnage
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QAL2 of AMSs measuring TOCs

* VLE mi :
Uc,rel | * Cmoy |Nombre de|* VLE du Nombre couples| Incertitude minimale min * Sp.min *VLE min | | .
Rapport R o ; . . e avec ’ nbre couples| 2 VLE min .
o Marque Modeéle Principe requise| mesurée | mesures site *Sp | de valeurs pour |pour test de variabilité X pour calculée . Commentaires
d'essais retraitement pour test calculée
(%) | par SRM | AMS/SRM test conforme (%) A VLEmin avec Sp
des données avec Sp min
il ne peut pas étre testé une VLE plus basse car
Environnement 30 0,8 6 10 0,09 6 1,9 0,8 0,05 3 0,6 0,3 plus que 3 couples de données
s01 MIR FT FTIR = -
SA il ne peut pas étre testé une VLE plus basse car
30 0,8 6 10 0,12 6 2,5 0,8 0,001 3 0,8 0,01 plus que 3 couples de données
o SICK MAIHAK EUROFID D 30 1,6 15 10 0,517 15 10,4 3,5 idem idem 3,4
30 1,6 15 10 0,509 15 10,2 3,2 0,48 14 3,3 3,1
) 30 1,2 13 10 0,680 13 13,7 4,6 idem idem 4,4
S05 ABB Multi FID FID
30 1,2 17 10 ne passe pas
30 0,94 18 10 0,246 15 4,9 1,7 idem idem 1,6
Environnement 30 0,91 18 10 0,613 15 12,3 4,2 idem idem 4,0 -
i 2 D
S08 sA Graphite 52M A 30 | 0,91 18 10 | 0,378 15 7,6 1,3 0,22 13 2,5 1,4
30 0,91 18 10 0,551 15 11,1 1,7 0,24 14 3,6 1,57
*:en (mg/m g sec 11 % 0,) ** ;. pour déterminer la fonction d'étalonnage VLE min calculéeavec Sy= Spx1,96x100/Uc,rel VLE min calculée avec Sp min= Sp,minx1,96x100/Uc,rel
QALZ2 of AMSs measuring SOz
. .. * VLE min . .
Uc,rel | * Cmoy |** Nombre |* VLE du Nombre couples| Incertitude minimale * Sp. min VLE min | | )
Rapport R - . . . e avec ’ nbre couples . VLE min .
o Marque Modeéle Principe requise | mesurée |de mesures| site *Sp | de valeurs pour |pour test de variabilité . pour calculée , Commentaires
d'essais retraitement pour test calculée
(%) | par SRM [ AMS/SRM test conforme (%) . VLEmin avec Sp
des données avec Sp min
so1 Environnement MIRET FTIR 20 7,7 6 35 1,04 6 6,2 10,2 0,95 5 10,2 9,3
SA 20 7,7 6 35 0,94 6 5,6 10,7 0,99 5 9,2 9,7
VLE t étre testée plus b u 3
20 | 202 18 50 | 1,204 18 5,2 15,2 0,41 3 12,68 4,0 NE peut ctre testee pls bas car puis que
. couples de valeurs
S02 Sick MCS 100 EHW P IR ViE - . - oy m 3
t et
20 | 20,2 17 50 | 1,099 17 4,4 14 0,95 3 10,77 9,3 ne peut etre testee plus bas car plus que
couples de valeurs
so5 ABB ABBACF FTIR 20 7,2 19 50 2,296 19 9,2 20,6 2,08 17 22,5 20,4
20 7,2 19 50 2,67 19 10,7 27,6 2,76 17 26,2 27,0
20 9,99 16 50 2,553 16 10,2 25,1 2,48 13 25,0 24,3
s08 Environnement MIR 9000 R 20 10,9 18 50 1,273 18 5,1 : 7,1 0,70 11 12,5 6,9
SA 20 10,9 18 50 5,145 |Ne passe pas le test de variabilité - -
20 10,9 18 50 1,68 18 | 6,7 18,0 1,78 14 16,5 17,5
*:en (mg/m g sec 11 % O,) ** : pour déterminer la fonction détalonnage VLE min calculéeavec Sp= Spx1,96x100/Uc,rel VLE min calculée avec Sp min= Sp,minx1,96x100/Uc,rel
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QAL2 of AMSs measuring Dust

* VLE mi .
Uc,rel | * Cmoy |Nombre de|* VLE du Nombre couples| Incertitude minimale mn * Sp.min * VLE min | | .
Rapport R - ; ) - N e avec ' nbre couples| . VLE min .
. ) Marque Modele Principe requise| mesurée [ mesures site Sp [ de valeurs pour [pour test de variabilite i pour calculée 2 Commentaires
d'essais retraitement pour test calculée
(%) | par SRM | AMS/SRM test conforme (%) 2 VLEmin avec Sp
des données avec Sp, min
id id ite : y=
so1 Durag D-R-300b Opacimétrie 30 0,12 16 5 0,21 16 8,4 1,5 1 em 1 em 1,4 dr01'te y=0,33 x
30 0,12 16 5 0,21 16 8,4 1,5 idem idem 1,4 droite : y=0,22 x
30 3,6 17 10 0,559 17 11,2 3,1 0,16 3 3,7 1,1 VLE ne peut étre testée plus bas car plus que 3
LE t étre testée plu: Lt 3
0 | 36 17 10 | 0,57 17 11,4 3,1 0,16 3 3,7 1,1 |VLE ne peut étre testce plus bas car plus que
lumiére couples de valeurs
S02 SICK MAIHAK FWE 200 diffusé LE é S
i usge 10 36 7 10 0,550 17 1.0 3.1 0,29 4 36 19 VLE ne peut étre testée plus bas car plus que 3
extractive couples de valeurs
LE é S
30 36 17 10 0,551 17 11,0 3.1 0,29 4 36 19 VLE ne peut étre testée plus bas car plus que 3
couples de valeurs
o 30 9,2 19 10 1,293 10 26,3 8,8 idem idem 8,45
S05 OLDHAM EP1000 Rétrodiffusion
30 9,2 19 10 1,387 11 28,1 8,6 idem idem 9,06
30 4,30 16 10 0,680 15 13,7 2,7 0,35 5 4,4 2,3
o 30 4,30 16 10 0,616 15 12,4 3,4 0,49 9 4,0 3,2
S08 Durag D-RX250 | Opacimétrie ™73, 57 7 10 | 0,741 5 15,9 4,0 idem idem 48 | Cooy > VLE site car dopage pour 2 essais
30 6,57 7 10 0,935 5 20,0 5,1 idem idem 6,1 Crnoy > VLE site car dopage pour 2 essais
*:en (mg/m ¢ sec 11 % 0,) ** : pour déterminer la fonction d'étalonnage VLE min calculéeavec Sp= Spx1,96x100/Uc,rel VLE min calculée avec Sp min= Sp,minx1,96x100/Uc,rel
QAL2 of AMSs measuring HCI
. - * VLE min . :
Uc,rel | * Cmoy | ** Nombre |* VLE du Nombre couples| Incertitude minimale * Sp.min VLEmin | .y e i
Rapport . o . h . . L avec ’ nbre couples| . min .
\ X Marque Modéle Principe requise| mesurée |de mesures| site Sp [ de valeurs pour |pour test de variabilité i pour calculée el Commentaires
dressais (%) ar SRM | AMS/SRM test conforme (%) retraitement LEmif pour test avec S, e
°) | P des données | YLEMIn ® | avec Spmin
Environnement 40 1,3 16 8 0,97 16 24,3 4,9 idem idem 4,8
sSo1 MIR FT FTIR
SA 40 1,3 16 8 0,96 16 24,1 4,9 idem idem 4,7
0 Sick MCS 100 EHW P R 40 2,3 16 10 0,35 16 7,0 2,4 0,46 7 1,7 2,2
40 2,3 17 10 0,27 17 5,5 2,2 0,38 4 1,3 1,9
so5 ABB ABB ACF FTIR 40 1,3 19 10 1,01 19 20,2 3,8 0,76 18 5,0 3,7
40 1,3 19 10 0,87 19 17,4 3,7 0,74 18 4,3 3,6
40 8,99 17 10 0,90 13 18,2 5,2 0,97 8 4,4 4,8 dopage pour 3 essais
sos Environnement MIR 9000 R 40 20,4 17 10 1,04 13 20,9 5,2 0,97 6 5,1 4,8 Crnoy > VLE site car dopage pour 4 essais
SA 40 12,09 18 10 1,36 9 27,7 6,8 1,30 7 6,6 6,4 Crmoy > VLE site car dopage pour 4 essais
40 11,23 17 10 1,87 10 38,1 9,6 idem idem 9,2 Crnoy > VLE site car dopage pour 4 essais
*:en (mg/m o sec 11 % 0,) ** ; pour déterminer la fonction d‘étalonnage VLE min calculéeavec Sp= Spx1,96x100/Uc,rel VLE min calculée avec Sp min= Sp,minx1,96x100/Uc, rel
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QAL2 of AMSs measuring HF

* VLE mi " A
Rapoort Uc,rel | * Cmoy | ** Nombre | * VLE du Nombre couples| Incertitude minimale ave:“n * Sp,min —— VLEmin |« i £ min
d'aepsz:is Marque Modéle Principe  |requise| mesurée (de mesures| site *Sp | de valeurs pour |pour test de variabilité — pour bour tepst calculée calculée |Commentaires
% RM | AMS/SRM test f % i
(%) | par Sl S/S| es conforme (%) des donndes VLEmin avec Sp avec Sp,min
droite : y=x-0,22 - "bonne" régression du fait de
linjection de gaz de point déchelle - en dessous de
40 0,1 6 1 0,004 6 0,8 0,2 idem idem 0,02 3 ) ) o
0,2 mg/my’ plus qu'un point pour test variabilité
. car ttes les valeurs de SRM sont & 0,09 mg/m;,’
Environnement
S01 MIR FT FTIR
SA droite : y=0,995 x -0,077 - "bonne" régression du
. . fait de linj de gaz de point déchelle - en dessous
40 0.1 6 { i 8 Dz 2 i e Dews de 0,1 mg/mg’, plus de point pour test variabilité
car toutes les valeurs SRM sont a 0,1 mg/m03
S05 ABB ABB ACF FTIR 40 |aucune mesure AMS ni SRM supérieure a 0 0,00 0,0
*:en (mg/m g sec 11 % O,) ** . pour déterminer la fonction d'étalonnage VLE min calculéeavec Sp= Spx1,96x100/Uc,rel VLE min calculée avec Sp min= Sp,minx1,96x100/Uc,rel
QAL2 of AMSs measuring NHs
. . . . . * VLE min . . .
Ug,rel | * Cmoy Nombre |* VLE du Nombre couples| Incertitude minimale Sp.min VLE min | . ;
Rapport 5 - : . . . o avec : nbre couples| , VLE min
) ) Marque Modeéle Principe requise | mesurée [de mesures| site Sp | de valeurs pour [pour test de variabilite . pour calculée [ENiE
d'essais ) SRM | AMS/SRM test f %) retraitement ViE pour test S calculee
ar es contorme a min avec
? P : des données P | avec Sp,min
Environnement 40 9,9 18 10 1,54 9 31,5 8,2 1,42 6 7,5 7,0
S01 MIRFT FTIR
SA 40 9,9 18 10 1,53 8 31,5 8,2 1,47 6 7,5 7,2
40 0,7 18 30 0,4 18 2,7 0,8 0,15 16 2,0 0,7
S02 Sick MCS 100 EHW P IR : : : - - 2 -
40 0,7 18 30 0,337 18 2,2 1 0,18 16 1,7 0,9
*:en(mg/m 03 sec 11 % 0,) ** : pour déterminer la fonction détalonnage VLE min calculéeavec Sp= Spx1,96x100/Uc,rel VLE min calculée avec Sp min= Sp,minX1,96x100/Uc, rt
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ANNEX B

QAL?2 test reports analysis:
Comparison of average concentrations measured by AMSs and
SRMs — Calibration functions
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QAL2 test reports of AMSs measuring CO

Plage de concentration

VLE 3 3 Injection gaz pour étalonnage
Réf. point de mesure | (mg/mg | m_esurée par SerA hors Cmoyenne mesurée (mg/mg sec, O,ref) Equati(v)'n de la fonction o pour déterminer la fonction Commentaire
Rapport injections gaz pour étalonnage Par AMS (mesure| Par AMS (valeur détalonnage i .
sec, Ojref) 3 Par SRM , i ) 3 zéro point déchelle
(mg/mg” sec, Ojref) non étalonnée) étalonnée)

S01  |Ligne 1 titulaire 30 4,9 - 6,8 5,89 2,88 4,78 AMSétal=AMS x 0,978 + 2,138 0,999 94 mg/my’ |qualité apparente de la droite liée au mesures avec gaz de point déchelle

S01 |Ligne 1 redondant] 30 4,9 -6,8 5,89 1,17 4,31 AMSétal=AMS x 0,976 + 3,419 0,997 94 mg/my’ |qualité apparente de la droite liée au mesures avec gaz de point déchelle

S01  |Ligne 2 titulaire 30 4,9-7,9 5,70 2,53 4,20 AMSétal=AMS x 0,980 + 2,095 0,998 94 mg/my’ |qualité apparente de la droite liée au mesures avec gaz de point déchelle

S01 |Ligne 2 redondant] 30 4,9-7,9 5,70 0,51 2,62 AMSétal=AMS x 0,984 + 2,364 0,998 94 mg/my’ |qualité apparente de la droite liée au mesures avec gaz de point déchelle

S02 [Titulaire 50 15,9 - 27,8 25,4 24,15 25,3 AMSétal=AMS x 1,051 - 0,050 0,997 X

502 |Redondant 50 15,9 - 27,8 25,4 23,16 25,5 AMSétal=AMS x 1,079 + 0,382 0,971

S05 [Titulaire 50 1,2 - 60,4 7,52 8,45 9,35 AMSétal=AMS x 0,97 + 0,93 0,97

S05 |Redondant 50 1,2 - 60,4 8,81 13,09 9,52 AMSétal=AMS x 0,78 - 0,55 0,99

S04  |Titulaire 50 9,4-13,2 11,0 10,4 10,8 AMSétal=AMS x 1,00 + 0,31 1,00 X 75 mg/my’ |qualité de la fonction améliorée par mesures avec gaz pour étalonnage

S04  |Redondant 50 9,4-13,2 11,0 7,59 9,,58 AMSétal=AMS x 1,03 + 1,77 1,00 X 75 mg/my’ |qualité de la fonction améliorée par mesures avec gaz pour étalonnage

S08 |Ligne 1 titulaire 50 14 - 31 45,6 47,1 45,4 AMSétal=AMS x 0,969 - 0,106 0,990 X

S08 |Ligne 2 titulaire 50 15 - 236 51,7 29,9 51,5 AMSétal=AMS x 5,664 - 120,216 0,644 Ne passe pas le test de variabilité

S03 |Ligne 1 titulaire 50 10,0 - 20,2 15,5 16,0 15,6 AMSétal=AMS x 1,004 - 0,459 1,000 X 97 mg/my’

S03 |[Ligne 1 redondant| 50 10,0 - 20,2 15,5 15,4 AMSétal=AMS x 1,000 + 0,054 1,000 97 mg/my}

S06  |Titulaire 50 6,3 - 31 14,9 12,4 14,6 AMSétal=AMS x 1,02 + 1,33 0,93 X

506 |Redondant 50 6,3 - 31 14,9 14 13,7 AMSétal=AMS x 0,99 + 0,54 0,95 X

101 |Titutaire 50 32-37 3,44 1,81 2,88 AMSELal=AMS x 0,99 + 0,9 4 « 161 mg/mg? fonction d.'étalronn'age avec pente‘é 1 liée aux mesures avec le gaz pour étalonnage ;
concentation élevée par rapport a la VLE

101 |Redondant 50 32-37 3,44 14 2,68 AMSEtal=AMS x 1,01 + 0, 4 " 161 mg/mg? fonction dv'étalronn?ge avec pente‘é 1 liée aux mesures avec le gaz pour étalonnage ;
concentation élevée par rapport a la VLE

102 |Titutaire 50 0,3-0,6 0,46 1,92 114 AMSEtal-AMS x 1,00 - 0,80 1,00 < 160 mg/my’ fonction djétalgnn?ge avec pente‘é\ 1 liée aux mesures avec le gaz pour étalonnage ;
concentation élevée par rapport a la VLE

102 |Redondant 50 0,3-0,6 0,46 1,60 0,92 AMSEtal-AMS x 1,01 - 0,71 1,00 < 160 mg/my’ fonction d.'étallonnz'age avec pente\é\ 1 liée aux mesures avec le gaz pour étalonnage ;
concentation élevée par rapport a la VLE

Vo1 [Titulaire 50 4,18 -5,6 4,77 3,65 4,60 AMSétal=AMS x 0,992 - 0,757 1,000 x 97 mg/m}

V01 |Redondant 50 4,18 - 5,6 4,77 1,69 4,30 AMSétal=AMS x 1,004 + 2,012 0,999 X 97 mg/my’ |fonction d'étalonnage avec pente & 1 liée aux mesures avec le gaz pour étalonnage

101 30 3,2-13,2 4,19 2,72 4,23 AMSétal=AMS x 0,71 + 2,42 -

EO1 |Ligne 3 50 2,7 - 55,9 16,1 14,6 17,7 AMSétal=AMS x 0,95 + 1,17 -

E02 |Ligne 4 50 4,0 - 27,8 12,5 11,6 12,5 AMSétal=AMS x 1,02 - 1,7 -

E03 100 1,5-17,7 6,44 7,07 5,89 AMSétal=AMS x 1,0 - 1,74 0,980 629 mg/m,’ [concentration gaz pour étalonnage utilisé élevée par rapport a la VLE jour pour déterminer la

E06 100 16 - 46 26,1 9,98 29,6 AMSétal=AMS x 0,96 + 28,27 0,990 629 mg/m,’ |concentration gaz pour étalonnage utilisé élevée par rapport a la VLE jour pour déterminer la

) ordonnée a lorigine élevée au vu du niveau de concentration ; pente proche de 1 liée a un pic

uo1 50 3,1-40 5,43 8,55 9,28 AMSétal=AMS x 1,0258 - 3,9275 0,960 X L 3
de concentration a 40 mg/mg

U2 |Ligne 1 50 toutes valeurs de SRM et dAMS négatives ! AMSEtal=AMS x 0,9821 + 0,17 t'outes valeurs de SRM et d'AMS négatives ! Fonction d'téalonnage obtenue avec des gaz pour

1,00 X étalonnage

u02 |Ligne 2 50 3,5-10,3 5,63 8,04 5,55 AMSétal=AMS x 0,6901 0,815 X fonction d'étalonnage fournie en conclusion différente : obtenue avec des gaz pour étalonnage

uo3 [Ligne 1 50 0-25 4,84 137 4,66 AMSétal=AMS x 0,344 - 0,03 0,127 X fonction d'étalonnage fournie en conclusion différente : obtenue avec des gaz pour étalonnage

u03  [Ligne 2 50 1,4 -27 8,39 16,1 7,82 AMSétal=AMS x 0,1045 + 4,58 0,017 X fonction d'étalonnage fournie en conclusion différente : obtenue avec des gaz pour étalonnage

w01 50 5,3-78,9 32,0 24,7 32,2 AMSétal=AMS x 1,0777 + 6,3325| 0,9982

w02 50 -3,4-1,5 -1,26 -1,81 -1,29 AMSétal=AMS x 0,7238 0,5692 toutes valeurs de SRM et d'AMS négatives !

w03 50 -2,2 - 10,2 1,26 0,38 1,26 AMSétal=AMS x 1,8841 + 0,7109 0,7788

NO3 30 0,9-42 2,7 2,4 2,9 AMSétal=AMS x 1,207 -

NO4 50 0,8-1,7 1,35 1,62 1,40 AMSétal=AMS x 0,864 -

NO5 50 0,1-1,7 0,83 1,86 0,86 AMSétal=AMS x 0,463 -

NO6 50 2,1-43 3,02 2,97 3,10 AMSétal=AMS x 1,044 .

GO1_|Ligne 2 50 0-51,3 3,7 4,3 3,6 AMSétal=AMS x 1,0048 - 0,37 -

GO02 |Ligne 4 50 0,1-2,2 0,9 6,3 0,8 AMSétal=AMS x 1,2053 - 6,97 - 49 mg/my’  |ordonnée a lorigine élevée au regard du niveau de concentration

BO1 100 6,8-12,5 9,3 10,8 9,3 AMSétal=AMS x 1,02 - 0,071 - X 260 mg/my’
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QAL2 test reports of AMSs measuring NOx

Plage de concentration mesurée par

Cmoyenne mesurée (mg/m,’ sec, O,ref)

Injection gaz pour étalonnage

Réf. X VLE SRM hors injections gaz pour Equation de la fonction pour déterminer la fonction .
Rapport Point de mesure (mg/mg’ sec, Oyref) étalonnage détalonnage R Commentaire
o e N Par SRM Par AMS (mesure|Par AMS (valeur zéro point déchelle
(mg/my” sec, Opref) non étalonnée) étalonnée)
S01 |Ligne 1 titulaire 70 64 - 96 78,2 70,1 78,4 AMSétal=AMS x 1,127 - 0,063 0,998 X 201 mg/mg’
S01  |Ligne 1 redondant] 70 64 - 96 78,2 77,8 77,9 AMSétal=AMS x 1,014 - 0,854 0,997 x 201 mg/mg’
S01 Ligne 2 titulaire 70 89 - 158 125,4 98,7 125,6 AMSétal=AMS x 1,285 - 1,040 0,996 X 199 mg/mo3
S01  |Ligne 2 redondant] 70 89 - 158 125,4 115,3 122,3 AMSétal=AMS x 1,086 - 2,768 0,991 X 199 mg/mg*
S02 |Titulaire 80 0-127 74,1 83,1 73,9 AMSétal=AMS x 1,102 - 14,087 0,985
S02  |Redondant 80 0-127 74,1 73,1 74,0 AMSétal=AMS x 1,066 - 5,682 0,959
S05  |Titulaire 80 50 - 106 67,5 86,8 78,2 AMSétal=AMS x 1,01 - 7,74 0,74 X
S05 |Redondant 80 54 - 106 67,5 80,4 74,0 AMSétal=AMS x 0,99 - 4,48 0,95 X
S04 |Titulaire 80 57 - 82 69,6 72,0 69,6 AMSétal=AMS x 0,97 - 0,05 1,00 X
S04 |Redondant 80 57 - 82 69,6 69,9 69,6 AMSétal=AMS x 0,99 + 0,15 1,00 X
S08 |Ligne 1 titulaire 200 122 - 197 166,9 122,7 167,2 AMSétal=AMS x 0,954 + 51,753 0,95
S08 |Ligne 2 titulaire 200 132 - 232 187,1 154,6 187,0 AMSétal=AMS x 0,914 + 46,454 0,888
S03 |Ligne 1 titulaire 200 116 - 180 166,2 156,1 165,6 AMSétal=AMS x 1,043 + 2,463 0,991
S03  [Ligne 1 redondant] 200 116 - 180 166,2 171,3 AMSétal=AMS x 1,028 + 4,511 0,986
S06 |Titulaire 200 165 - 218 191,9 211,6 191,9 AMSétal=AMS x 0,88 + 0,07 0,99 X
S06 |Redondant 200 165 - 218 191,9 216 191,9 AMSétal=AMS x 0,88 - 0,55 0,99 X
TO1 |Titulaire 400 361 - 420 382 393 383 AMSétal=AMS x 0,99 - 0,1 1,00 X
TO1 |Redondant 400 361 - 420 382 mémes valeurs dAMS - erreur de copier/coller ? X
T02 |Titulaire 400 270 - 320 293,2 219,5 293,6 AMSétal=AMS x 0,91 - 0,17 1,00 X
T02 |Redondant 400 270 - 320 293,2 250,7 288,4 AMSétal=AMS x 0,99 - 11,0 0,80 mesures au zéro non ajoutées
V01 |Titulaire 80 45 - 87 72,3 85,6 72,3 AMSétal=AMS x 0,959 - 4,527 0,918
V01 |Redondant 80 45 - 87 72,3 78,0 72,3 AMSétal=AMS x 1,019 - 3,902 0,894
101 100 57 - 101 82,8 103,0 non calculée AMSétal=AMS x 0,82 - 1,32 -
EO1 |[Ligne 3 200 31 - 251 93,6 85,7 94,5 AMSétal=AMS x 0,98 + 0,9
E02 |Ligne 4 200 8,3 - 40,1 29,3 32,9 29,3 AMSétal=AMS x 0,78 - 1,5
E03 200 38-79 64,5 54,6 58,7 AMSEtal=AMS x 1,0 + 5,66 0,975 X 702 mg/mg* 307 PO éta.lonnage Utm.Sé pas du tout approprié par rapport & & VLE jour
pour déterminer la fonction d'étalonnage
E06 200 80 - 95 87 69,6 72,9 AMSétal=AMS x 1,05 0,992 X 702 mg/mg* 327 PO éta.lonnage Utm.Sé pas du tout approprié par rapport & & VLE jour
pour déterminer la fonction d'étalonnage
EO7
EO8
uo1 200 167 - 259 215 194 221 AMSétal=AMS x 1,1417 - 0,6438 0,9951 X
U02 |Ligne 1 200 167 - 203 184 230 191 AMSétal=AMS x 0,8202 + 1,64 0,98 X
U02 |Ligne 2 200 173 - 189 178 177 175 AMSétal=AMS x 0,9352 0,986 X
U03 |Ligne 1 200 204 - 265 241 218 240 AMSétal=AMS x 1,1022 - 1,02 0,979 X
U03 |Ligne 2 200 167 - 215 199 224 207 AMSétal=AMS x 0,9187 + 0,87 0,982 X
wo1 200 54 - 114 83,9 49,3 84,6 AMSétal=AMS x 1,687 + 1,959 0,987
w02 200 38 - 149 86,1 67,1 89,3 AMSétal=AMS x 1,177 + 16,875 0,979
w03 200 37-95 68,9 48,5 69,7 AMSétal=AMS x 1,3820 + 1,4565 0,9979
NO3 180 55,5 - 96,3 52,3 56,3 54,8 AMSétal=AMS x 0,975 -
NO4 200 24 - 105 52,7 52,1 54,5 AMSétal=AMS x 0,967 + 3,767
NO5 200 27 - 88 52,1 50,5 55,6 AMSétal=AMS x 1,037 + 2,736
NO6 200 30 - 121 69,9 57,5 72,3 AMSétal=AMS x 1,085 + 9,20
GO1  [Ligne 2 100 35 - 297 109 111 109 AMSétal=AMS x 0,9355 + 3,610
G02 [Ligne 4 100 55 - 69 59,0 63,2 59,3 AMSétal=AMS x 0,9376 + 0,004
BO1 400 73 - 163 128 127 130 AMSétal=AMS x 1 + 1,105
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QAL2 test reports of AMSs measuring TOC

Plage de concentration

Cmoyenne mesurée (mg/mD3 sec, Ojref)

Injection gaz pour étalonnage

Réf. VLE mesurée par SRM hors Equation de la fonction pour déterminer la fonction )
Point de mesure 3 . . . R2 Commentaire
Rapport (mg/my’ sec, Opref) |injections gaz pour étalonnage Par SRM Par AMS (mesure | Par AMS (valeur détalonnage A int déchell
. . . . t dé
(mg/my’ sec, Opref) ar non étalonnée) étalonnée) zero point dechete
donnée a lorigine élevé t trati Ges ;
S0 |Ligne 1 titulaire 10 0,7-1,0 0,83 0,09 0,58 AMSétal-AMS x 0,928 + 0,510 | 0,988 8mg/mg |rConnee @ forigine CIeVEe par rapport aux concentrations Mesurees ;
qualité de la droite liée aux mesures avec le gaz de point déchelle
. donnée a lorigine élevé t trati ées ;
01 |Ligne 1 redondant 10 0,7-1,0 0,83 0,28 0,64 AMSEtal=AMS x 0,950 + 0,351 0,989 8 mg/mgd  |OrCONNee @ forigine elevee par rapport aux concentrations mesurees
qualité de la droite liée aux mesures avec le gaz de point déchelle
01 |Ligne 2 titulaire 10 0,6-0,8 0,58 0,18 0,4 AMSétal=AMS x 0,950 + 0,352 0,993 8 mg/mg |ordonnee a lorigine Elevée par rapport aux concentrations mesurées ;
qualité de la droite liée aux mesures avec le gaz de point d'‘échelle
, lité de la droite lié le étalol d int
01 |Ligne 2 redondant 10 0,6-0,8 0,58 0,20 0,42 AMSEtal=AMS x 0,964 + 0,191 0,991 8 mg/mg’ 3:1;;: roite fice aux mesures avec le gaz pour ctalonnage de poin
. lité de la droite lié e étalol d int
02 |Titulaire 10 1,1-2,9 1,57 0,35 1,24 AMSEtal=AMS x 1,003 + 0,735 0,997 X 34 mg/mg} 3:":;:"; rotte fice aux mesures avec le gaz pour ctalonnage de poin
alité de la droite liée aux mesures avec le gaz pour étalonnage de point
02 |Redondant 10 1,1-2,9 1,57 1,71 1,35 AMSEtal-AMS x 1,004 - 0,284 | 0,998 X 34 mg/mg* j'icr]\elle 1te iee aux mesures avec fe gaz pou ge de pol
S05 |Titulaire 10 0-2,1 0,7 11 0,79 AMSétal=AMS x 0,45 + 0,25 0,13
S05 |Redondant 10 0-2,1 1,22 0,29 1,36 AMSétal=AMS x 1,17 + 0,84 0,02
S04 |Titulaire 10 0-31 1.64 0.59 132 AMSEtaloAMS x 0,98 + 0. 44 1.00 « 20 mg/m’ qualité de la droite liée aux mesures avec le gaz pour étalonnage de point
! ! ’ ! ! ! | d'échelle
s04  |Redondant 10 0-31 1.64 01 11 AMSStal=AMS X 0.96 + 0.75 0.99 « 20 ma/mg’ 5 mesures AMS sur 5 égales a 0,1 ; fonction d'étalonnage avec pente de 1
’ ’ ’ ’ ’ ’ ’ |tiée aux mesures avec le gaz pour étalonnage de point d'échelle
, lité de la droit élioré le: lors de linjection d
S08 |Ligne 1 titulaire 10 0,6-1,2 0,91 0,48 0,84 AMSEétal=AMS x 0,964 + 0,390 0,994 X 11 mg/m,3 |Jualte de fa droite amehoree avec fes mesures lors de finjection de gaz
pour étalonnage a 0 et au point déchelle
. lité de la droit: élioré e lors de linjection d
08 |Ligne 2 titulaire 10 0,4-2,6 0,91 0,50 0,84 AMSétal-AMS x 0,963 + 0,308 | 0,987 X 11 mg/mg> |Jua1te de a droite ametioree avec fes mesures fors de Hinjection de gaz
pour étalonnage a 0 et au point déchelle
5 AMS 6 égales a 0 ; fonction d'étalonnage avec pente de 1
S03  |Ligne 1 titulaire 10 0,6-0,7 0,67 0,02 0,45 AMSEtal=AMS x 1,064 + 0,356 | 0,997 X 11 mg/mg |2 esures Al surb egaies @ 9 ; fonct 1age avec p
liée aux mesures avec le gaz pour étalonnage de point d'échelle
fonction d'étalonnage avec pente proche de 1 liée aux mesures avec le ga:
503 |Ligne 1 redondant 10 0,6-0,7 0,67 0,08 0,48 AMSEtal-AMS x 0,966 + 0,395 | 0,997 x 11 mg/mg? ) ge avec pente p 66 aux mesures avec fe gaz
pour étalonnage de point d'échelle
. fonction d'étal t he de 1 lié le
506 |Titulaire 10 1,2-2,0 1,56 0,78 1,26 AMS&tal=AMS x 0,95 + 0,43 0,99 X 10,5 mg/my? | CHion detalonnage avec pente proche de 1 e aux mesures avec fe gaz
pour étalonnage de point d'échelle
. fonction d'étal t he de 1 lié (
s06  |Redondant 10 1,2-2,0 1,56 0,55 1,1 AMSEtal=AMS x 0,90 + 0,53 0,99 X 10,5 mg/my} | CCton detalonnage avec pente proche de 1 liee aux mesures avec fe gaz
pour étalonnage de point d'échelle
valeurs de [AMS égales a -0,6 ou -0,7 mg/m? humide ; fonction
TO1 |Titulaire 10 1-1,1 1,04 -0,98 0,28 AMSétal=AMS x 0,98 + 0,9 1 X 41,5 mg/mg3 d'étalonnage avec pente proche de 1 liée aux mesures avec le gaz pour
étalonnage de point déchelle
. fonction détal t he de 1 lié (
TO1 |Redondant 10 1-1,1 1,04 0,87 0,94 AMSétal=AMS x 1 + 0 1 X 41,5 mg/mg} | Oncrion detalonnage avec pente proche de T fiee aux mesures avec e gaz
pour étalonnage de point d'échelle
valeurs de lAMS comprises entre -0,7 et -0,4 mg/m3 humide ; fonction
T02 |Titulaire 10 0,3-0,7 1,24 -0,65 0,56 AMSétal=AMS x 0,99 + 1,01 1,00 X 32 mg/mo3 d'étalonnage avec pente proche de 1 liée aux mesures avec le gaz pour
étalonnage de point d‘échelle
102 |Redondant 10 03-0.7 1.24 0 AMSGtal=AMS x 0.99 + 0.75 « 32 me/m:3 les 5 valeurs de IAMS sont nulles ; fonction d'étalonnage avec pente proche
’ ’ ’ - ’ ’ 8/Mo" | 4e 1 liée aux mesures avec le gaz pour étalonnage de point d'échelle
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Plage de concentration

Cmoyenne mesurée (mg/my’ sec, O,ref)

Injection gaz pour étalonnage

Réf. , VLE mesurée par SRM hors Equation de la fonction ) pour déterminer la fonction .
Rapport| Tointdemesure o /mo’ sec, Oyref) |injections gaz pour étalonnage détalonnage R Commentaire
ppo 8/Mo sec, Oy 3 Par AMS (mesure | Par AMS (valeur 8 , e
(mg/my” sec, O,ref) Par SRM . . . . zéro point d'échelle
non étalonnée) étalonnée)
Vo1 |Titulai 10 019-0.22 02 0 AMSEtaloAMS x 1.036 - 0.103 0.99 1" m? les 5 valeurs de LAMS sont nulles ; fonction d'étalonnage avec pente proche
itulaire ,19 -0, ) etal= x1, -0, s X mg/m . . N N
8/mo de 1 liée aux mesures avec les gaz pour étalonnage a 0 et a 11 mg/m?
Vo1 |Redondant 10 0.19-0.22 02 0 AMSEtaloAMS x 1.007 + 0.189 0.999 . 11 ma/mg? les 5 valeurs de AMS sont nulles ; fonction d'étalonnage avec pente proche
o ! ! ! ! ° |de 1 liée aux mesures avec les gaz pour étalonnage a 0 et a 11 mg/m’
101 10 toutes valeurs SRM a 0,8 mg/m03 0,8 0,45 non calculée AMSétal=AMS x 1,77 -
EO1 |Ligne 3 10 0,7-1,3 0,91 0,14 0,90 AMSétal=AMS x 0,93 + 0,7 - 9,8 mg/mo3 pente proche de 1 liée aux mesures avec injection de gaz pour étalonnage
£02 |Ligne 4 10 01-05 0.17 0.23 018 AMSEtal=AMS x 1.02 - 0.1 A 9,8 mg/my’ lapplication de gaz pour étalonnage améliore la détermination de la
Y ’ ’ ! ’ ’ ! ° |fonction détalonnage
EO3 10 0,2-1,7 0,68 0,80 0,81 AMSétal=AMS x 1,22 + 0,46 0,999 16 mg/my’
E06 10 0,5-6,6 2,37 1,72 2,15 AMSétal=AMS x 1,25 - 0,06 0,996 16 mg/my’
Uo1 10 0,3-5,4 0,46 0,27 0,45 AMSétal=AMS x 0,6544 + 0,2979 0,5709 X
U0z |Liene 1 10 09-50 297 027 308 AMSEtaloAMS x 2.7894 + 1.5 0.605 M fonction détalonnage fournie en conclusion différente : obtenue avec des
g ’ ’ ’ ’ ’ ’ ’ ’ gaz pour étalonnage
, fonction d'étalonnage fournie en conclusion différente : obtenue avec des
U02 |Ligne 2 10 0,9-3,7 2,15 0,21 2,04 AMSEtal=AMS x 2,3431 + 1,37 0,562 ,
gne cta X " * gaz pour étalonnage
. fonction d'étalonnage fournie en conclusion différente : obtenue avec des
uo3 |Ligne 1 10 0,2-1,5 0,85 1,88 0,79 AMSétal=AMS x 0,425 0,479 A
ane cta X X gaz pour étalonnage
. , fonction d'étalonnage fournie en conclusion différente : obtenue avec des
u03 |Ligne 2 10 0,2-0,4 0,27 1,32 0,27 AMSétal=AMS x 0,206 0,147 gaz pour étalonnage
N02 10 0,4 0,40 0,25 0,40 AMSétal=AMS x 1,624 -
NO4 10 0,7-2,3 1,60 1,21 1,70 AMSétal=AMS x 1,408 -
NO5 10 1,5-2,6 1,79 0,57 1,74 AMSétal=AMS x 3,004 + 0,01 -
NO6 10 0,7-1,8 0,97 0,63 0,91 AMSétal=AMS x 1,458 -
5 mesures SRM égales a -0,1 mg/m;’ et 6 égales a 0 sur 16 ; fonction
GO1 10 0-0,4 0 0,3 0 AMSétal=AMS x 1,040 - 0,323 - 10,2 mg/mg’ |d'étalonnage établie avec la mesure liée a linjection de gaz pour
étalonnage
ordonnée a lorigine relativement élevée au regard du niveau de
G02 10 0,5-1,5 1,1 0,1 1,1 AMSétal=AMS x 0,9613 + 0,946 - 12,8 mg/m,® [concentration émis ; pente proche de 1 liée a la mesure avec injection de
gaz pour étalonnage
BO1 20 0-0,6 0,25 1,3 0,16 AMSétal=AMS x 0,965 - 0,939 X 40 mg/m,> |pente proche de 1 liée & la mesure avec injection de gaz pour étalonnage
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QAL2 test reports of AMSs measuring Dust

Plage de concentration

Cmoyenne mesurée (mg/mo3 sec, Oyref)

) VLE mesurée par SRM hors . .
Réf. . 3 - Equation de la fonction 3
Rapport Point de mesure (mg/mo anecltlons g8z pour détalonnage R? Commentaire
sec, O,ref) étalonnage Par SRM Par AA’AS (meslure Parl AMS (vlaleur
(mg/mg* sec, O,ref) non etalonnée) étalonnée)
S01  |[Ligne 1 titulaire 5 0-0,7 0,12 0,57 0,13 AMSétal=AMS x 0,233 peu de mesures SRM > 0 ; pente montrant un décalage significatif ; lié a la SRM ou a [AMS ?
S01 Ligne 1 redondant 5 0-0,7 0,12 0,36 0,12 AMSétal=AMS x 0,300 peu de mesures SRM > 0 ; pente montrant un décalage significatif ; lié a la SRM ou a [AMS ?
S01 Ligne 2 titulaire 5 1,5-2,1 1,76 0,43 1,82 AMSétal=AMS x 2,434
S01 Ligne 2 redondant 5 1,5- 2,1 1,76 0,27 1,8 AMSétal=AMS x 3,675
S02  (Titulaire A 10 2,4 - 6,1 3,57 12,72 3,59 AMSétal=AMS x 0,129 + 1,566 0,72
S02  [Titulaire B 10 2,4-6,1 3,57 13,77 3,59 AMSétal=AMS x 0,123 + 1,518 | 0,712
S02 Redondant A 10 2,4 - 6,1 3,57 15,92 3,59 AMSétal=AMS x 0,102 + 1,583 0,72
S02  [Redondant B 10 2,4-6,1 3,57 63,61 3,59 AMSétal=AMS x 0,025 + 1,590 | 0,72
S05  [Titulaire 10 0,4 - 389 9,21 9,91 10,7 AMSétal=AMS x 2,21 - 9,26 0,81
S05 Redondant 10 0,4 - 38,9 9,21 14,28 11,06 AMSétal=AMS x 0,89 -1,41 0,441
S04  [Titulaire 10 0,7 - 4,4 2,75 6,03 2,76 AMSétal=AMS x -0,07 + 2,47 0,01
S04 [Redondant 10 0,7 - 4,4 2,75 5,2 2,76 AMSétal=AMS x -0,09 + 2,51 0,14
S08 [Ligne 1 titulaire 10 1,7 - 19,0 4,3 5,79 4,32 AMSétal=AMS x 0,605 + 0,712 | 0,972 |dopage 6 essais sur 18 ; concentration = 1,9 mg/m,’ sans dopage
S08 |Ligne 2 titulaire 10 1,7-23,3 6,57 4,03 6,62 AMSétal=AMS x 2,381 - 2,656 | 0,967 |dopage 2 essais sur 7 ; concentration = 0,7 mg/m’ sans dopage
S03  [Ligne 1 titulaire 10 0,3-15,8 6,64 6,5 6,63 AMSétal=AMS x 0,778 + 1,245 | 0,904 [dopage sur 3 essais ; concentration = 3,2 mg/mo3 sans dopage
S03  [Ligne 1 redondant 10 0,3-15,8 6,01 4,96 5,98 AMSétal=AMS x 1,100 + 0,410 | 0,902 [dopage sur 3 essais ; concentration = 3,2 mg/m03 sans dopage
S06  [Titulaire 10 0,4-5,1 3,3 1,14 3,2 AMSétal=AMS x 1,80 + 0,05 0,395
S06  [Redondant 10 0,4-5,1 3,3 0 toutes les valeurs de LAMS sont égales a 0
TO1 Titulaire 10 0,2 -0,6 0,25 0,32 0,25 AMSétal=AMS x 0,50 0,11
TO1 Redondant 10 0,2 -0,6 0,25 0,45 0,25 AMSétal=AMS x 0,39 0,18
T02 |Titulaire 10 0,4-0,6 0,45 0,63 0,47 AMSétal=AMS x 0,40
TO02 |Redondant 10 0,4-0,5 0,42 0,80 0,42 AMSétal=AMS x 0,30
V01  [Titulaire 10 0,3-7,6 1,35 0,17 1,36 AMSétal=AMS x 4,683 + 0,015 | 0,987 |dopage sur 3 essais ; concentration = 0,44 mg/m,’ sans dopage
V01 |Redondant 10 0,3-7,6 1,35 0,33 1,35 AMSétal=AMS x 3,192 + 0,239 | 0,983 |dopage sur 3 essais ; concentration = 0,44 mg/m,’ sans dopage
101 5 0,4-0,8 0,55 0,30 non calculée AMSétal=AMS x 1,96 toutes les mesures AMS sont égales & 0,3 mg/mg’
EO1 Ligne 3 10 0,6 -1,9 1,12 0,35 1,10 AMSétal=AMS x 2,62 4 mesures sur 5 SRM sont < LQ
E02 |Ligne 4 10 1,03 - 1,5 1,36 1,45 1,40 AMSétal=AMS x 0,79 6 mesures sur 7 SRM sont < LQ
EO3 10 0,5-0,8 0,61 0,14 0,11 AMSétal=AMS x 1,04 0,989 [pente de la fonction proche de 1 liée a un dopage ou utilisation dun substitut & 80 mg/m,’
E06 10 1,2-1,8 1,59 0,49 0,53 AMSétal=AMS x 1,075 0,985 |pente de la fonction proche de 1 lié¢e a un dopage ou utilisation dun substitut & 80 mg/mg’*
uo1 10 0,12 - 0,27 0,19 0,38 0,20 AMSétal=AMS x 0,7764 - 0,645 1
wo1 10 0,4-7,0 3,75 5,05 3,88 AMSétal=AMS x 0,3173 + 0,5414| 0,7295
w02 10 0,6 - 5,9 3,47 5,55 3,49 AMSétal=AMS x 0,041 + 2,0997 | 0,0617
w03 10 0,2-7,1 3,59 4,25 3,68 AMSétal=AMS x 0,4204 + 0,0927| 0,9036
NO3 10 0,4-0,5 <0,4 <0,1 0,4 AMSétal=AMS x 4,925 -
NO4 5 0,1-0,7 0,37 0,68 0,45 AMSétal=AMS x 0,666 8 mesures SRM sur 18 notées < 0,5 mg/m3
NO5 5 0,3-0,6 0,39 0,34 0,43 AMSétal=AMS x 0,116 + 0,47 12 mesures AMS sur 18 notées < 0,3 mg/m3 ;10 mesures SRM sur 18 notées < 0,5 mg/m3
N06 5 0,2-1,0 0,40 0,29 0,47 AMSétal=AMS x 0,429 + 0,43 12 mesures AMS sur 17 notées < 0,3 mg/m?
GO1 |Ligne 2 5 0-8,2 1,4 0,8 1,4 AMSétal=AMS x 1,089 + 0,305
G02 |Ligne 4 5 0-1,3 0,2 0,14 0,2 AMSétal=AMS x 1,213 - 0,001 ? mesures de la SRM sont égales a 0,1 mg/m? ; comment a été déterminée la fonction détalonnage
fournie ?
BO1 30 0,7 -3 1,6 0,5 1,6 AMSétal=AMS x 1,923
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QAL2 test reports of AMSs measuring SOz

Plage de concentration mesurée

Injection gaz pour étalonnage

Réf. VIE 3 |par SRM hors injections gaz pour Cmoyenne mesurée (mg/mg’ sec, Ogref) Equation de la fonction pour déterminer la fonction .
Rapport Point de mesure (mg/mg étalonnage bar ANS (mesure [Par ANS (valowr détalonnage R2 Commentaire
sec, Oyref) (mg/mg’ sec, Oyref) Par SRM non étalonnée) étalonnée) zéro point déchelle

S01 |Ligne 1 titulaire 35 6-11,0 7,74 7,61 7,63 AMSétal=AMS x 0,999 + 0,006 0,999 X 57,2 mg/mg’

S01  |Ligne 1 redondant 35 5,6 - 11,0 7,74 6,78 7,06 AMSétal=AMS x 0,948 + 0,655 0,998 X 57,2 mg/mg’

S01  |Ligne 2 titulaire 35 4,8-6,9 5,73 5,88 6,08 AMSétal=AMS x 1,000 - 0,787 0,999 x 57,2 mg/mg’

S01 |Ligne 2 redondant 35 4,8-6,9 5,73 6,49 6,25 AMSétal=AMS x 0,978 - 1,283 | 0,999 X 57,2 mg/mg

S02  [Titulaire 50 4,6 - 34,4 20,2 23,1 20,4 AMSétal=AMS x 0,892 - 0,0174 | 0,984 X

502  |Redondant 50 4,6 - 34,4 20,2 19,9 20,4 AMSétal=AMS x 1,018 + 0,207 | 0,991 X

S05  |[Titulaire 50 0-29 7,15 6,14 7,5 AMSétal=AMS x 1,13 + 0,46 0,96

S05  |Redondant 50 0-29 7,15 5,54 7,52 AMSétal=AMS x 1,15 + 0,97 0,92

S04  |[Titulaire 50 2,1-12,7 8,24 22,3 15,4 AMSétal=AMS x 1,04 - 7,56 0,91 X 57,5 mg/m‘f pente proche de 1 liée aux mesures avec gaz pour étalonnage

S04 |Redondant 50 1-12,7 8,24 20,7 14,5 AMSétal=AMS x 1,05 - 7,17 0,92 X 57,5 mg/moj pente proche de 1 liée aux mesures avec gaz pour étalonnage

S08  |Ligne 1 titulaire 50 1,0-33 9,99 0,88 9,99 AMSétal=AMS x 7,463 + 3,513 0,937 dopage pour 4 essais jusqua 20 mg/m,’; 4,4 mg/m,’ sans dopage

S08 |Ligne 2 titulaire 50 1,0 - 33 10,9 5,50 10,6 AMSétal=AMS x 1,487 + 2,468 0,701 dopage pour 6 essais sur 18 jusqua 30 mg/mg3 ;5,8 mg/mo3 sans dopage

S03 |Ligne 1 titulaire 50 0,6 - 20 7,35 23,2 7,34 AMSétal=AMS x 1,286 - 18,733 0,948 dopage sur 3 essais jusqua 20 mg/moZ 53,4 mg/mo3 sans dopage ; sans ces dopages, valeurs AMS < 0,8 mg/mg3

S03  |Ligne 1 redondant 50 0,6 - 20 7,35 14,97 7,31 AMSétal=AMS x 1,430 - 12,895 | 0,976

S06  |Titulaire 50 8,6 - 27,7 16,3 13,7 15,6 AMSétal=AMS x 0,89 + 2,70 0,90 X ajout de 3 mesures a 0

S06  |Redondant 50 8,6 - 27,7 16,3 15,8 15,0 AMSétal=AMS x 0,56 + 5,24 0,51 X ajout de 3 mesures a 0
fonction détalonnage essentiellement déterminée par lajout de 3 mesures a 0 et de 3 mesures avec gaz pour

TO1 |Titulaire 50 0,4-2,1 1,12 2,81 1,70 AMSétal=AMS x 1 - 0,7 1 X 158 mg/my’ |étalonnage ; Sans ces points la pente aurait été de 0,5 mg/m,’ ; lutilisation de gaz proche de la VLE aurait été
plus appropriée

TO1 Redondant 50 0,4-2,1 1,12 mémes valeurs dAMS - erreur de copier/coller ? X 158 mg/muJ
fonction d'étalonnage essentiellement déterminée par lajout de 3 mesures a 0 et de 3 mesures avec gaz pour

T02 |Titulaire 50 0,1-0,6 0,30 0,98 0,70 AMSétal=AMS x 1,00 - 0,55 1,00 X 160 mg/my’ |étalonnage ; Sans ces points la pente aurait été de 0,5 mg/m,’ ; lutilisation de gaz proche de la VLE aurait été
plus appropriée

T02  |Redondant 50 01-0,6 0,30 0,17 0,24 AMSEtal-AMS x 0,99 - 0,03 1,00 M 160 mg/mg’ f/onction d'éta\tonf@ge essentielement déterminée par.l'a’jo}Jt des mesure.s/ liées aux injections de gaz pour
étalonnage ; lutilisation de gaz proche de la VLE aurait été plus appropriée

V01  [Titulaire 50 4,9 -33 14,0 12,9 14,0 AMSétal=AMS x 1,042 + 0,175 0,933 dopage sur 3 essais jusqua 20 mg/m,’ ; 11,5 mg/m,’ sans dopage

V01  [Redondant 50 4,9 -33 14,0 15,2 14,0 AMSétal=AMS x 1,015 - 0,501 0,895 dopage sur 3 essais jusqua 20 mg/mﬁ ;11,5 mg/m(f sans dopage

101 40 0,5- 3,8 1,49 3,46 non calculée AMSétal=AMS x 0,42

EO1 |Ligne 3 50 0,6 - 4,3 1,43 1,60 1,39 AMSétal=AMS x 1,00 - 0,5 - 60 mg/mo3 toutes les valeurs SRM étaient < LQ

EO2 |Ligne 4 50 2,4-457 6,26 8,73 6,29 AMSétal=AMS x 1,62 - 10,8 -

€03 50 0,08 - 0,15 0,12 2,20 1,03 AMSEtal=AMS x 1,06 - 1,88 0,916 M 577 mg/mg? g‘a'z pour étalonnage utilisé pas du tout approprié par rapport a la VLE jour pour déterminer la fonction
détalonnage

£06 50 01-02 0,14 3,26 136 AMSEtal=AMS x 1,06 - 2,96 0,975 M 577 mg/mg? g‘a'z pour étalonnage utilisé pas du tout approprié par rapport a la VLE jour pour déterminer la fonction
détalonnage

E07

E08

uot 50 3,3-51 7,90 8,00 8,10 AMSétal=AMS x 1,0278 - 0,2264 | 0,9394 X

uo2 |Ligne 1 50 4,1-21 15,5 15,4 16,0 AMSétal=AMS x 0,9485 + 0,87 | 0,5819 X

u02 |Ligne 2 50 1,9 -21 7,28 14,10 6,27 AMSétal=AMS x 0,0854 + 4,47 0,03 X fonction d'étalonnage fournie en conclusion différente : obtenue avec des gaz pour étalonnage

. mo | o | o4 | wseswsson i | oo |

u03 |Ligne 2 50 0-10 3,81 12,9 3,80 AMSétal=AMS x -0,0384 + 3,22 0,004 X fonction d'étalonnage fournie en conclusion différente : obtenue avec des gaz pour étalonnage

NO3 40 1-10,4 1,1 1,2 1,10 AMSétal=AMS x 1,052 - 0,16 15 mesures AMS sur 18 notées < 0,6 mg/mg3

NO4 50 0,1-0,8 0,46 <1,6 0,48 AMSétal=AMS x 0,296 - toutes les mesures AMS sont notées < 1,5 mg/mg’®

NO5 50 0,1-0,6 0,30 1,74 0,33 AMSétal=AMS x 0,191 - toutes les mesures AMS sont notées < 1,5 mg/mo3

NO6 50 0,17 - 0,6 0,36 4,48 0,38 AMSétal=AMS x 0,085 -

GO1 50 0,3 - 66 9,5 9,9 9,4 AMSétal=AMS x 1,0112 - 0,43

G02 50 0,2-0,6 0,2 5,9 0,1 AMSétal=AMS x 1,0112 - 0,44 68 mg/muz pente proche de 1 liée a la mesure avec le gaz pour étaonnage

BO1 200 1,4-12 5,6 6,1 5,7 AMSétal=AMS x 1,0112 - 0,45 X 516 mg/m,’> |pente proche de 1 liée & la mesure avec le gaz pour étaonnage
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QAL2 test reports of AMSs measuring HCI

Plage de concentration

Cmoyenne mesurée (mg/mo3 sec, O,ref)

Injection gaz pour
étalonnage pour

Ref. Point de mesure 3VLE - m_esuree par SRM hors Equati(')’n de la fonction R2 déterminer la fonction Commentaire
Rapport (mg/my’ sec, Oref) |injections gaz pour étalonnage détalonnage
3 Par AMS (mesure |Par AMS (valeur , . "
(mg/mq” sec, Oyref) Par SRM X A . A zéro point déchelle
non étalonnée) étalonnée)
S01  [Ligne 1 titulaire 8 0,4 -3,7 1,25 6,91 1,35 AMSétal=AMS x 0,105 + 0,625 0,120 X 16,2 mg/mg3
S01 |Ligne 1 redondant 8 0,4-3,7 1,25 5,59 1,24 AMSétal=AMS x 0,127 + 0,580 0,117 X 16,2 mg/m;’
S01  [Ligne 2 titulaire 8 2,3-5,3 3,66 7,30 3,68 AMSétal=AMS x 0,493 + 0,047 0,686 X 16,5 mg/mo3
S01 |Ligne 2 redondant 8 2,3-53 3,86 8,45 3,78 AMSétal=AMS x 0,408 + 0,371 0,508 X 16,5 mg/m;’
502  |Titulaire 10 1,4-2,8 2,27 3,01 2,23 AMSétal=AMS x 0,523 + 0,520 0,862 X
502  |Redondant 10 1,4-2,8 2,27 3,54 2,27 AMSétal=AMS x 0,618 + 0,068 0,920 X
S05 [Titulaire 10 0-5,8 1,33 1,08 1,45 AMSétal=AMS x 1,80 - 0,41 0,46
S05  |Redondant 10 0-5,8 1,33 4,57 1,36 AMSétal=AMS x 0,30 - 0,03 0,60
S04 [Titulaire 10 0,1-1,3 0,82 1,52 0,84 AMSétal=AMS x 1,04 - 0,67 1,0 X 16,8 mg/mg’
S04  |Redondant 10 0,1-1,3 0,82 1,95 1,18 AMSétal=AMS x 1,15 - 1,25 0,99 X 16,8 mg/m;’
S08 [Ligne 1 titulaire 10 0,1-35 8,99 5,51 9,03 AMSétal=AMS x 1,601 + +0,212 0,972 dopage pour 3 essais sur 17 ; 4,8 mg/m,3 sans dopage
S08  [Ligne 2 titulaire 10 0,3-49 25,4 25,6 25,6 AMSétal=AMS x 1,168 - 2,105 0,928 dopage pour 4 essais sur 18 ; 13,8 mg/mo3 sans dopage
S03  [Ligne 1 titulaire 10 3,5-18,4 7,31 5,60 7,29 AMSétal=AMS x 1,072 + 1,167 0,981 dopage sur 2 essais ; 5,3 mg/mg3 sans dopage
S03  |[Ligne 1 redondant 10 3,5-18,4 7,31 7,13 7,27 AMSétal=AMS x 0,957 + 0,410 0,967 dopage sur 2 essais ; 5,3 mg/m[,3 sans dopage
S06 |Titulaire 10 1,8-4,7 3,02 8,28 3,05 AMSétal=AMS x 0,38 - 0,17 0,79 X
S06  [Redondant 10 1,8 - 4,7 3,12 4,90 2,94 AMSétal=AMS x 0,33 + 1,11 0,42 X
TO1 |[Titulaire 10 5,0 - 19,6 10,4 10,6 10,0 AMSétal=AMS x 0,81 + 1,2 0,93 Ajout des mesures par injection de gaz a zéro
TO1 [Redondant 10 5,0 - 19,6 10,4 9,97 10,0 AMSétal=AMS x 0,85 + 1,2 0,93 Ajout des mesures par injection de gaz a zéro
T02 [Titulaire 10 3,2-8,4 5,19 2,86 5,02 AMSétal=AMS x 1,27 + 0,21 0,92 X
T02 |Redondant 10 3,2-8,4 5,26 2,79 5,05 AMSétal=AMS x 1,29 + 0,24 0,87 X
V01 [Titulaire 10 2,0 - 23,0 10,2 12,8 10,2 AMSétal=AMS x 0,879 - 0,843 0,871
V01  [Redondant 10 2,0-17,0 9,4 11,3 9,4 AMSétal=AMS x 0,904 - 0,469 0,924
101 8 4,1-9,7 5,57 5,88 non calculée AMSétal=AMS x 1,15 - 1,83 -
EO1 |Ligne 3 10 1,5 - 3,1 2,37 3,33 2,34 AMSétal=AMS x 1,14 - 1,8 - 12 mg/m,’ |pente proche de 1 du fait de la mesure avec le gaz pour étalonnage
E02 |Ligne 4 10 0,8 - 3,2 1,70 0,01 1,61 AMSétal=AMS x 0,88 - 0,1 - 12 mg/mo3 valeurs AMS comprises entre -0,1 et 0,2 mg/mo3 ; valeurs SRM toutes > LC
EO3 10 0,6-1,2 0,93 1,24 0,90 AMSétal=AMS x 1,04 - 0,56 0,829 X 12 mg/m,’
E06 10 0,4-0,8 0,56 1,78 0,90 AMSétal=AMS x 1,10 - 1,55 0,871 X 12 mg/m,> |pente proche de 1 du fait de la mesure avec le gaz pour étalonnage
uo1 10 2,4 - 18,4 7,22 7,91 7,39 AMSétal=AMS x 0,9318 + 0,164 |  0,9462 X
oz |Ligne 1 10 13-42 2,63 4,08 2,66 AMSGtaloAMS X 0,4547 + 0,52 0,501 X fonction d"étalonnage fournie en conclusion différente : obtenue avec des
gaz pour étalonnage
uo2 |Ligne 2 10 2,5-7.2 3,53 182 3,15 AMSGtaloAMS x 0,8305 + 1,45 0,271 " |E0nctiun d"étalonnage fournie en conclusion différente : obtenue avec des
gaz pour étalonnage
U03  |Ligne 1 10 8,5-13,8 11,6 11,3 11,5 AMSétal=AMS x 0,9953 + 0,3 0,867 X
U03 |Ligne 2 10 8,2 - 14 11,5 10,3 10,0 AMSétal=AMS x 1,0795 + 0,51 0,881 X
NO3 8 0,1-0,3 0,1 0,37 0,1 AMSétal=AMS x 0,250 - toutes les mesures de la SRM sont égales a 0,1 mg/mg’
) toutes mesures AMS notées < 0,3 mg/m,’ ; 12 mesures SRM sur 18
NO4 10 0-0,2 0,13 <0,33 0,13 AMSétal=AMS x 0,469 - i 3
notées < 0,1 mg/mgq
; 12 mesures AMS sur 18 notées < 0,3 mg/mo3 ; 2 mesures SRM sur 18
NO5 10 0,1-0,5 0,19 0,40 0,19 AMSétal=AMS x 0,393 - ) N
notées < 0,1 mg/mq
) toutes mesures AMS notées < 0,3 mg/m(f ; toutes mesures SRM notées
NO6 10 0,10 - 0,11 0,10 0,32 0,11 AMSétal=AMS x 0,333 - 3
< 0,1 mg/mg
GO1 10 0,2 -41,8 3,5 3,4 3,5 AMSétal=AMS x 0,9216 + 0,237 -
G02 10 0,2-0,9 0,3 -0,04 0,3 AMSétal=AMS x 1,068 + 0,284 - 13 mg/mg’ tfute\s Tésurés AMS < 0 fonc.tion 'c’i'étalonnage établie avec mesures
liées a linjection de gaz de point d'échelle
BO1 10 0,7-3 1,6 9,3 1,6 AMSétal=AMS x 0,316 - 1,116
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QAL2 test reports of AMSs measuring HF

Plage de concentration

Injection gaz pour

VLE i Cmoyenne mesurée (mg/mg’ sec, O,ref) étalonnage pour déterminer
Réf. ) 3 mesurée par SRM hors Equation de la fonction : .
Pointde mesure | (mg/mq” sec, |. . . ) - R? la fonction Commentaire
Rapport injections gaz pour étalonnage détalonnage
Oxref) (mg/my* sec, Opref) Par SRM Par AA,AS (mes]ure Par‘ AMS (\faleur zéro point déchelle
non étalonnée) étalonnée)

qualité de la droite liée a linjection de gaz de point d'échelle

S01  |Ligne 1 titulaire 1 0,06 - 0,10 0,09 0,09 0,02 AMSétal=AMS x 0,997 - 0,108 | 0,998 X 18,5 mg/m,’ |; concentation élevée par rapport aux concentrations du
site
qualité de la droite liée a linjection de gaz de point d'échelle

S01 |Ligne 1 redondant 1 0,06 - 0,10 0,09 0,17 0,03 AMSétal=AMS x 0,998 - 0,221| 0,999 X 18,5 mg/mg’ |alors que valeurs étalonnées sont négatives dans le bas de
droite
qualité de la droite liée a linjection de gaz de point d'échelle

S01 |Ligne 2 titulaire 1 0,1-0,2 0,12 0,25 0,02 AMSétal=AMS x 0,981 - 0,242| 0,998 X 18,5 mg/mg’ |, concentation en outre trés élevée par rapport aux
concentrations du site
qualité de la droite liée a linjection de gaz de point d'échelle

S01  |Ligne 2 redondant 1 0,1-0,2 0,12 0,26 0,05 AMSétal=AMS x 1,169 - 0,269 | 1,000 X 18,5 mg/mg’ |; concentation trés élevée par rapport aux concentrations
du site

s05  [Titulaire 1 0 0 AMSEtal=AMS x 0,98 - 0,01 x 32 et7,3 Jaucune mesure SRM, ni AMS > 0 ; droite issue dinjections

mg/my de gaz pour étalonnage a 0 et a 2 points d'echelle
505 |Redondant 1 0 0 AMSEtaloAMS x 1,169 - 0,271 N 3,2 et 7,33 aucune mesu!'e SRM, ni /‘AMS > 0 ; drt:tite is‘sEJe dinjections
mg/my de gaz pour étalonnage a 0 et a 2 points d'échelle

1 mesure sur 5 > 0 pour SRM et 0 pour AMS ; fonction

S04  (Titulaire 1 0-0,1 0,02 0 AMSétal=AMS x 1,00 + 0,02 1,00 X 17,8 mg/m,’ [étalonnage déterminée par les injections de gaz pour
étalonnage
1 mesure sur 5 > 0 pour SRM et 0 pour AMS ; fonction

S04  [Redondant 1 0-0,1 0,02 0,30 0,10 AMSétal=AMS x 1,00 - 0,07 1,00 X 17,8 mg/m,’ |étalonnage déterminée par injection de gaz pour
étalonnage

V01 |[Titulaire 1 0,04 - 0,06 0,05 0,05 0,05 AMSétal=AMS x 1,000 - 0,001 | 1,000 X 17 mg/mg3
16 valeurs de LAMS sur 18 égales a 0 ; fonction d'étalonnage

V01 |Redondant 1 0,04 - 0,06 0,05 0,002 0,002 AMSétal=AMS x 0,242 X 17 mg/mg> |déterminée par mesures avec injection de gaz pour
étalonnage a 16 mg/m03

EO1 |Ligne 3 -0,02 non déterminée car C trop basses toutes les valeurs AMS sont négatives

E02 |Ligne 4 1 0,30 - 0,60 0,07 0,013 0,10 AMSétal=AMS x 2,90
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QAL2 test reports of AMSs measuring NHs

Plage de concentration mesurée

Cmoyenne mesurée (mg/mo3 sec, Oyref)

Injection gaz pour

étalonnage pour déterminer

Réf. ) VLE par SRM hors injections gaz pour Equation de la fonction ) .
Point de mesure 3 A o R? la fonction Commentaire
Rapport (mg/myq” sec, O,ref) étalonnage détalonnage
3 Par AMS (mesure| Par AMS (valeur , o
(mg/myq” sec, O,ref) Par SRM ) A , , zéro point d‘échelle
non étalonnée) étalonnée)
S01 |Ligne 1 titulaire 10 4,2-9,1 9,89 10,62 9,94 AMSétal=AMS x 0,964 - 0,303 0,780 X 11,3 mg/mg’
S01 |Ligne 1 redondant 10 4,2-9,1 9,89 11,84 9,95 AMSétal=AMS x 0,873 - 0,412 0,770 X 11,3 mg/mg’
S01 |Ligne 2 titulaire 10 3,5-10,5 7,84 9,05 7,70 AMSétal=AMS x 0,757 + 0,989 0,709 X 11,3 mg/mg’
S01 |Ligne 2 redondant 10 3,5-10,5 7,84 10,75 7,75 AMSétal=AMS x 0,686 + 0,417 0,809 X 11,3 mg/mgy° |16 mesures SRM sur 18 égales a 0
S02 |Titulaire 30 0-38,9 0,69 0,77 0,68 AMSétal=AMS x 1,034 - 0,456 0,973 2 mesures 18 sont données différentes de 0 pour la SRM
2 18 sont données différentes de 0 la SRM ;
502 |Redondant 30 0-89 0,69 0,98 0,69 AMSEtal=AMS x 1,540 - 0,644 | 0,977 mesures 18 sont donnees ditterentes de B pour ’
ordonnée a lorigine élevée par rapport au niveau de
2 RM N h 1 e 3 linjecti
S04 [Titutaire 4 0-0,2 0,06 0,17 -0,02 AMSétal-AMS x 1,02 - 0,21 | 1,00 X 11,4 mg/mg3 |2 MesUres SRMsur 3> 0; pente proche de 1 tiee a finjection de
gaz pour étalonnage de point d'échelle
, 2 mesures SRM sur 5 > 0 ; pente proche de 1 liée a linjection de
S04 |Redondant 4 0-0,2 0,06 0,10 -0,10 AMSétal=AMS x 1,01 - 0,16 | 1,00 X 11,4 mg/mg? ures SR sur 5 > B ; pente p 1ee a timect
gaz pour étalonnage de point déchelle
S03 |Ligne 1 titulaire 30 2,2-3,3 3,27 3,21 2,16 AMSétal=AMS x 0,674 points tres dispersés autour de la droite
18 valeurs AMS égales a 0 ; fonction détal liée a
Vo1 [Titulaire 30 0,10 - 0,14 0,11 0 0,10 AMSEtal=AMS x 0,996 + 0,122 1,000 X 12 mg/mgd |10 YAEUrs Al egaes @ B ; Tonction detalonnage 1ee &
linjection de gaz pour étalonnage de point déchelle
; 18 valeurs AMS égales a 0 ; fonction d'étalonnage liée a
V01 |Redondant 30 0,10 - 0,14 0,11 0 AMSétal=AMS x 0,999 + 0,105| 1,000 X 12 mg/mg |0 Ve gaesa lon detafonnage
linjection de gaz pour étalonnage de point d'échelle
101 10 2,5- 6,1 4,5 2,46 non calculée AMSétal=AMS x 1,21 + 1,48 -
o2 |Ligne 1 10 en tabsence de VLE 0-23 0,98 (0,84 0,90 0,84 AMSEtal=AMS X 0,6673 + 0,17 0,42 « fonction detalonnage fournie en conclusion différente : obtenue
aberrant exclus) avec des gaz pour étalonnage
U02 |Ligne 2 10 en labsence de VLE 0-1,3 0,51 0,03 1,42 AMS&tal=AMS X -43,0 0,206 M fonction detalonnalge fournie en conclusion différente : obtenue
avec des gaz pour étalonnage
U03 |Ligne 1 10 en labsence de VLE 0-0,9 0,07 0,20 0,04 AMSEtal=AMS X 0,2202 0,019 M 6 mesures SBM, sur 18 > 0 - fonction d'étalonnage ff)urme en
conclusion différente : obtenue avec des gaz pour étalonnage
U03 [Ligne 2 10 en labsence de VLE 0-0,01 <0 2,4 - - - toutes valeurs SRM < 0,01 mg/mg’
NO3 10 0,2-0,7 0,5 1,29 0,5 AMSétal=AMS x 0,410 -
NO4 10 0,05 - 0,11 0,11 0,49 0,11 AMSétal=AMS x 0,222 - toutes mesures SRM notées < 0,1 mg/mu3
, toutes mesures AMS notées < 0,4 mg/m,’ ; 12 mesures SRM sur
NO5 10 0,10 - 0,12 0,11 0,46 0,12 AMSétal=AMS x 0,260 - i 3
18 notées < 0,1 mg/mq
, toutes mesures AMS notées < 0,4 mg/mg’ ; 12 mesures SRM sur
NO6 10 0,10 - 0,11 0,10 0,43 0,11 AMSétal=AMS x 0,251 - i 5
17 notées < 0,1 mg/mq
) 11 mesures SRM sur 15 égales a 0 ; pente proche de 1 liée a une
GO1 10 0-14,2 1,0 1,2 1,0 IAMSétal=AMS x 0,9184 - 0,086 - 3
mesure de 14 mg/mgq
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QAL2 test reports of AMSs measuring Hg

Plage de concentration Injection gaz pour
, VLE mesurée par SRM hors Cmoyenne mesurée (mg/mg° sec, O,ref) . . étalonnage pour déterminer
Réf. 3 . Equation de la fonction . X
(mg/mq injections gaz pour , R2 la fonction Commentaire
Rapport . détalonnage
sec, O,ref) étalonnage Par AMS (mesure | Par AMS (valeur , o
3 Par SRM , , , , zéro point déchelle
(mg/mq” sec, Oyref) non étalonnée) étalonnée)
E10 0,05 0,0016 - 0,0068 0,0027 0,0022 0,0025 AMSétal=AMS x 1,205
GO1 0,03 0,0002 - 0,982 0,0198 0,0198 0,0197 AMSétal=AMS x 1,009 - 0,240 ordonnee a lOI’lglnt.-:‘ eleve‘e par rapport au niveau de
concentration du site et a la VLE
toutes mesures AMS et SRM nulles ; fonction
] déterming  liniection d
G02 0,03 0 0 0 AMSétal=AMS x 1,003 + 0,202| - 0,0498 | crminee srace a finjection dun az pour
étalonnage mais ordonnée a lorigine élevée par
rapport a la VLE
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ANNEX C

QALZ2 test reports Analysis:
Graph representation of measurements [AMS;SRM] and
calibration function

Selection of graphs showing the difficulties which can be
encountered with calibration tests found valid according to the
relevant standards criteria when the emission concentration
levels are significantly lower than the ones given in Annex VI of
the Industrial Emission Directive
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NOx

The calibration functions are near equation y = x, with a determination factor near 1.
These functions’ “quality” is among others linked to measures covering a wide range: 0-320
mg/Nms? for the first plant, 0-100 mg/Nm? for the second one.

Example 1 (Plant SO03 — line 1)

Etalonnage NOx

350,0
300,0 <
y =1,023x + 1,384 T
s 250.0 5
% R = 0,998
= 200,0
@
-
g 150,0
3
F /
$ 100,0 /
50,0
0.0 T T T T T T
0,0 50,0 100,0 150,0 200,0 2500 300,0 350,0
Valeurs brutes de I'AMS
| * NOx mg/Nm3sec === |inéaire (NOx mg/Nm3sec) |
Example 2 (Plant SO01 — line 1 - duty and standby)
LIGNE 1 - AMS TITULAIRE - NOx LIGNE 1 - AMS REDONDANT — NOx
;
i
e o 1 >
o~ e
-~ ol
! e —r s i i
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TOC

Example 1. The SRM’s measurement are constant. For the AMS as for the SRM, the
concentrations likely are near, or below, their LoQs.

It is thanks to a zero measurement that the slope is not zero. However, with a 1.77 slope,
there can be doubts on the measurements that would be given at the current Daily ELV of 10
mg/Nms3, applying this function, if a malfunction of the installation or of the Flue Gas Cleaning
led to an emissions peak. Doubts can also be expressed on the possibility to check the
AMS’s compliance if the ELV was lowered to the level of the measured values.

Example 1 (Plant 101 — line 1)

Rapporto di Prova 1211938-005f - Allegato 2
35

30

25

20

RETTA DI TARATURA
VALORI MISURATI IN CAMPO
y=177x

(mg/Nm?) umido SRM

Yy AR & a

0.5

0.0
0,0 0.2 04 06 0.8 1.0 12 14 1.6 18 2,0

(mg/Nm?) umido AMS
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Example 2: The narrow concentration range covered during the measurements also is at a
relatively low concentration level (< 1.5 mg/Nm?), leads to a calibration function with a slope
very different from 1. This is likely linked to measurements close to the LoQ and hence

associated to high uncertainties.

Adding measurements coming from span gas injection to about 20 mg/Nm?2 “improves” the
calibration function, whose slope is then close to 1. At the current Daily ELV, the AMS will be
able to give consistent data, but at lower concentration levels, this calibration function will
lead to a discrepancy between the SRM and the AMS and to the impossibility of checking
compliance with the Daily ELV if it is lowered to the level of the values measured during the

QAL2 control.

Example 2 (Plant 103 — line 4)

SRM [mg/Nm™

UNIEN 14181:2005

Funzione di taratura parametro COT
= Elaborazione di fipo B-

¥ =230

SRM [mg/Nm’]
=

1.2 15 1.8

AMS [mgiNm’]

A

24 7

30 T

UNI EN 14181:2005

Funzione di taratura parametro COT

- Elaborazione di tipo A con estenslone al imite -

¥ = 1.08x + 0,50

[ 7 a a n 11 12
AMS [mgiNm®]

13 14 1B 16 17T 18 18 20

Without Span Gas

With Span Gas
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CO

The narrow concentration range covered during the measurements, from 1 to 5 mg/Nm3, also
is at a relatively low concentration level, leading to a cloud of points. It is thanks to a zero
measurement that the slope is at 1.2. The spread of the values obtained at the concentration
level measured during the QAL2 control raises doubts on the values that would be given by
the AMS by applying this function at that level. Lowering the Daily ELV to these
concentration levels would raise serious doubts on the compliance/incompliance declaration.

Example 1 (Plant NO3)

QAL2, calibration and validation according to EN 14181 Version 1.0
Gieneral data Measuring equipment] SR ARS
Installation IMessuring principle
Source Type
Cpersting condition Range
Fuel Location
Testing laharatory Fro Monitoring B4 Reliability
EM 150 17025 sccreditation 0BV Standard
CO calibration
Lnit mgims B I
Offset for A3 mgfm3 #» heasurements
+
MHurnber| Diats Start End AMS SEM AMSicsl) S } +
1 8Maria TG00 6a0 20 25 43 5 +— —Calibration functon =
2l 19-Mar13 17:00 17:30 27 12 31 +
3| 15-har-13 18:00 16830 28 a1 5.4 =
4l 19-Mar-13 19:00 19:30 36 25 4.4 /
8] 19-Mar-13 21:00 21:30 2B 1.2 3.1 4 Y r
Bl 18-Mar-13  22:00  22:30 8.8 149 39 /
7l 20-Mar-13  09:30 10:00 d
Bl 20-Mar-13 10:30 1100 3.0 arF 37 E / P
al 20-Mar13 11:30 12:00 3n 39 S ol
10] 20-Mar-13 12:20 13:00 ER L8 140 T
1| 20-Mari3s 133 1400 29 50 35 / S .
12| 20-Mar-13 15:.05 15:35 25 52 an / g .
13| 21-Mar-13 =21 0851 249 3.0 348 3 ~ +
14] 21-Mar-13 10:21 10:51 26 39 32 +
15] 21-Mar13 11:21 1161 ER 48 a7
18] 21-Msar-13 12:21 12:51 28 4.8 33
17 21-Mar-13 13:21 13:81 313 a1 410 +
18] 21-Mar-13 14:21 14:61 3.0 a7 36 1
15 -
20 -
21 i
2 0 1
23 0 1 2 3 4
gg AMS
Total # of measuremerts 17 17 17| Force through zero na yesho (if range =15%)
hfiniprium 25 12 3.1| Emisgion limit value 30 rng 03
azimum a6 53 44| 95% ¢l on ELY 10 %
Myarage 3.0 d.b 3B| Reference U2 conc. 11 ol (5]
Irtercen (z) 0.00 ik liin frizfie
Slope (k) 1.207 a i 3
Lovuer limnit o 1] 17 2
Lpper limit 4 "%
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Dust

Examples 1 to 5: The narrow concentration range covered during the measurements, also is
at a relatively low concentration level, leading to calibration functions whose slopes can be
very different than 1, and even negative in some cases.

This can be linked to measurements close to (sometimes under) the LoQ and hence
associated to high uncertainties.

Also, the lack of reference materials prevents adding calibration points that could “increase”
the calibration function.

Although the graphical representation of the SRM and AMS comparison shows results
anomalies, the variability test is still fulfilled because although the concentrations are low with
respect to the ELV, the differences between SRM and AMS are also small in absolute
values.

Example 1 (Plant S02 — line 2 — duty and standby)

LIGNE 2 - AMS TITULAIRE - Poussiéras CA T j
2T :
1 1
1 1
1 1
e 1 1
1 1
1
y=2.4341 x i i
'g 1 1
< : 1 T L ] :
% ! 1
1 1
8li I i
S : |
o 1 |
Q 1 1
o« 1 1
2 1 . |
3 ;0 —
g ' 0,00 1,00 |
1 1
s 5 O
% I 17 i 1 PR i 1% aix 1] tin D u ty
AMS (Automated Measuring System)
eeeeeeeremee- e TN RN 3
y=3.6753x T 3
- /0
! 0 ‘ 3
i 0,00 1,00 200!
Stand-by
s | {4
o
v * =0
AMS (Automated Measuring System)
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Example 2 (Plant S01 — line 1 — duty and standby)

LIGNE 1— AMS TITULAIRE - Poussiéres :—__1__--_____________________-i
y=-0.9477 x + 0.3357 05 + 5
! * !
L i
ol
’ 0 —
© 0,00 0,50
Duty
) -‘S‘ am \m = I ey wm 1 e o o
AMS (Automated Measuring System)
LIGNE 1 - AMS REDONDANT - Poussieres 37 ) ii 7: 777777777777777777777777777777
y=-0.5651 x +0.1796 i
Q.5
i S
i ! &
i!! 3 0 ‘ +
' 0,00 0,50
Stand-by
S
(4 3
Mk e
AMS (Automated Measuring System)
Example 3 (Plant 101 — line 1)
Rapporto di Prova 1211938-005e - Allegato 2 The AMS’S measurements
are constant.
/,/ For the AMS, as for the
/, SRM, the concentrations
: / likely are close to, or even
’ below, their LoQ.
=
P / It is thanks to a zero
£ A measurement that a
E o function can be obtained.
E 1,00
// RETTA DI TARATURA
S VALORI MISURATI IN CAMPO
/' y= 1,96x
- o

0,60 0,60
{mg/Nm?) umido AMS
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Example 4 (Plant S04 — line 1 standby)

The AMS fulfilled the variability test but the slope is negative, which would lead, when
applying the calibration function, to corrected values increasingly lower as the AMS reads a
higher value, which is not consistent.

Domaine de validité de I'étalonnage :
De 04 120,0 mg/Nm3 sec & 11 d' O2
Soit 1200 % de la VLE joumaliére
Test de variabilité :
Intervalie de confiance (a 95%) défini dans

l'arréte du 20 septembre 2002 a 30 %.
L'AMS passe le test avec succes pour le domaine de validité ci-dessus.

Droite d'étalonnage : y=-0,09x + 2,51 etR?=0,14
yi,s,max - yi,s,min = 3,74 > delta y max (15% de la VLE) = 1,5
Méthode de calcul selon le cas C du Guide GAX 43-132.
4,0
3.5 ’ *
30
o a  r, »
£ 2.0 s * &
2 1,58 +
1.09 e
0,5 ’- ’
0,0
a0 20 4.0 6.0 80 10,0 120 120 18,0 18,0
T {ans)
Example 5 (Plant GO2 — line 4 duty)
_Tabelle: Ergebnisse der Vergielchsmessngen vom 12.17.2013 bis 14.17.2013 - Grafische Darstellung der SRM-M und AMS-Messsignals mit giltiger Kalibrisrfunki
PN m!um; Unrzoeit ¥ R : ¥ SRM f se
| 1 i ; N i . - - J s 5 E il I
! ¥l E { B} E % |E § 5 E .
[ g §§ £ _§:§§g§§§§§i§_ ; gg I E w
3188184 (332 K143 | B
i g ; Lo | oo £ e
0 0 28 g
8
i =
o
o
-
0 4 12 16 20
*= Ausreisser nicht in Berechnung AMS Messsignal in mA
y =0.91 x -3.64 (x in mA)
therefore y = 1.213 x (x in ug/Nm?®)
All the SRM’s values are equal to 0.1 mg/Nm?,

likely because they are near, or below, the LoQ.

The function was determined by with a zero
measurement.
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Example 6: The concentration range covered during measurement is wider, giving a
calibration function that could seem satisfactory: R2 = 0.9825, but the slope is very different
from 1: 0.173, and the intercept point is 0.5 mg/Nm3, which is high for levels under 2 mg/Nm3,

The 3 highest measurements likely were obtained by enriching (spiking) or by changing the
installation’s operating conditions. The differences between SRM and AMS can be caused by
the used particulates, resulting from these changed conditions, and that would have different
physical characteristics than those in the duct (the optical AMSs are very sensitive to
particulates’ physical characteristics), or because a lack of a reference material, the AMS
could not be tuned, explaining the measurement bias.

Example 6 (Plant S03 — line 2)

Etalonnage Poussieres

12,0

y=0,173x + 0,520
10,0

. R? = 0,982 -
6.0 /

4.0 /

2.0

0,0 10.0 20,0 30,0 40,0 50,0 60,0
Valeurs brutes de 'AMS

Valeurs de |la SRM

| ® Poussiéres mg/Nm3hum == Linéaire (Poussiéres mg/Nm3hum)
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HCI

Example 1: The measured concentrations are low: < 1 mg/Nm?®. The SRM’s measurements
are constant. Both for the AMS and the SRM, the concentrations likely are close to, or below,
their LoQs.

It is thanks to a zero measurement that a non-nil slope can be obtained. This slope
nevertheless is 0.25, hence very far from 1.

Example 1 (Plant NO3)

HCI calibration
Urit magim3 08 T T
Cifisst for AMS mgim3
& Measurzments

Nurrbar Dat= Start End AN SRM ! AMS cal} [
1 1%-mit-13 9086 9:36 0,3 01 a1 ——Calibrasion funztion
2| 1%-mi-13 1006 10-36 0.37 0,1 1%
3| 1emt13 106 1136 0.5 04 01 06t ey
4| 1%-mit-13 12:06 12:36 0,47 01 2.1 -
5| 14-mt-13 1306 13:36 0.43 0.1 0.1
6| 1$-mt-13 14:06 14:36 0,48 0,7 0 05
7| 20-me-13 930 10:00 0.20 0,1 0.0
8 20-mt-13 10:30 11:00 0.5 01 g0 E
9| 2mt-13 1130 12:00 029 0.1 0.1 = 7
10| 20-mt-13 1230 13:00 0.2 0,1 P T
11| 2-mt-13 1330 14:00 0.5 0.1 21 5
12| 20-mit-13 15.05 15:35 043 0.1 0.3
1| 2emt3 821 0.4 0.1 a1 83
14| 2t-mt-13 1021 0.6 0.1 a2
15| 2-mt-13 1121 1454 0654 04 0.2
16| 2tmn-13 1221 1251 0.61 0.1 a2 02 —
17 2t-mi-13 13:21 1354 0.64 0.4 0.2 |
18| 24mt43 42 445 0,51 k] a1 L
13 0 e — e
20
34 L —
22 0
23 0 01 cz 03 04 0.5 0E D7 0.8
2 AMS

Total # of measuramants ] 18 18( Forze through Zarm yasino (it range >15%]

Minimurr 03 [} n limit value 8 mo/mD3

Masimur o 03 Clon ELY 20 %

Average 0.5 L} 3.1 Reference 02 conc 1 woli%e)

Infereept (a) 0,00

Slopa |l 0,250

Example 2: The concentrations are low (SRM measurements from 0.2 to 1.1 mg/Nmg), the
varition range is limited and the AMS gave constant measures of 3.96mA, or -0.04 mg/Nm3,
which is a negative value. Adding a span gas measurement value for calibration at 13
mg/Nm? gives a calibration function with a correct slope, but the AMS and SRM correlation is
difficult to assess because the concentrations likely are close to, or below, both
measurement instruments’ LoQs.
Example 2 (Plant G02)
y =1.001 x -3.72 (x in mA) - or y = 1.068 x — 0.284 (x in ug/Nm?®)

16,3

- Parameter der Kalibrierfunktion ergeben den Messbereich 0.3 bis mg/m*

Achsenabschnift der Kallorierfunition

a 3,72 mgm®
b 1,001 [rgim| / ma Stelgung der Kallbriarfunktion
N 19 Anzahl der Kaliorierpunkte
- Grafische Darstellung der SRM-Messwerte und AMS-Messsignale mit giiftiger Kalibrierfunktion
15
. ‘Wert sus der /
|3 Lineantitspriting
- 1z -
E
E 9 t
>
= /
o
2 &
i
% /
= 3
o
n
J
a
o 4 a8 12 16 20

AMS Messsignal in mA
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Example 3: As for example 2, adding measurements from span gaz values for calibration
leads to a function with a slope near 1 (instead of 0.66), but with an intercept of -1, or
relatively high given the concentration level.

Example 3 (Plant 103 —line 4)

SRM [mg/Nm®|

UNIEN 14181:2005
Funzione di taratura parametro HCI

- Elaborazione di tipo B-

¥ = 0,66

A R B .
n @

P
SR =

M

o o o -

= W

0o 1.0 20 an 40 0 &0 70 an

AMS [mg/Nm?]

Without Span Gas for Calibration

an

10,0

SRM [mg/Nm’]

UNI EN 14181:2005
Funzione di taratura parametro HCI

- Elaborazionn di tipo A con astonsiane al imite. -

y=105-101

2 4 & & 10 12 e 16 18 i 2

AMS [mg/Nm’]

With Span Gas for Calibration

24

Example 4: The concentration range covered during the test is limited: the SRM
measurements are between 0.5 and 2.5 mg/Nms3. The AMS measures the highest values,
from 6 to 9 mg/Nm3. This yields a calibration function whose slope is very different from 1:
0.316, and whose intercept is high given the concentration. Also, the points’ dispersion
shows a weak correlation between SRM and AMS.

Example 4 (Plant BO1)

5

5 ®  mgMNm? nat, act 02

4

4 ® mg/MNm? nat,act 02, cal

3 : 1
2 3 ) s *  mg/Nm?,droog, 11 vol% C
0 @ y=0,316x- 1,116

: of’, ¥ Geldig calibratiebereik

2 :‘ ﬁ

1 o "" Calibratiefunctie

1 " P~ SRM =0,316 * AMS - 1,116

b 5 3 4 Jo  Geldig calbratiebereik

0< AMSS 23
AMS
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Example 5: The concentration range covered during the test is larget and at a higher

concentration level: 5 to 22 mg/Nm3, giving a satisfactory calibration function.
Example 5 (Plant UO1 - line 1)

PLOT 2: Calibration Graph for Method A
35 _ v =0.9318x + 0.0164
R%=0.9462
20 - P
o
.
£ el
5 15 Rt
':E //-/
-1]
E @t ¥
= * 4
g 104 /‘H ©
W »
- * 4 *
. =
B )} + HCl
i
— & a A Outliers
/_// .0
/’
0 " T T T T 1
0 5 10 15 20 25
CEMS mg/m? (STP)
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SO2

Example 1. The measured concentrations are low: < 4 mg/Nms3, and the covered

concentration range is limited. The resulting function has a slope very different from 1,
although the zero measurement likely “improves” the function.

Example 1 (Plant 101 —line 1 - duty)

Rapperte di Prova 1211938-005g - Allegato 2

RETTA DI TARATURA
VALORI MISURATI IN CAMPO
y=042x

{mg/Nm?) umide SRM

o0 10 20 30

an
(mg/Nm?) umido AMS

Example 2: The obtained slope of 1 is linked to the inclusion of span gas injection
measurements for calibration at 150 mg/Nm?2 (a very high concentration level compared to
the Daily ELV which is 40 mg/Nms3). It could appear satisfactory but the intercept of -2.3
shows that for the site’s concentration level, the SRM and AMS measurements are offset.

Example 2 (Plant 101 — line 1 — standby)

Rappeorto di Prova 1211938-005n - Allegato 2

180.0

P

1400 /

RETTA DI TARATURA
i VALORI MISURATI IN CAMPO
y=107 x- 2,34 V=

{maMm?) umido SRM
z 2

&0 /
a0p /

o

o0 Lakt”
an o0 40,0 0.0 80.0 100,
(mgNm”) umido AMS
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Hg

Example 1: The concentration range covered is relatively wide: 0-40 pg/Nms3, giving a
satisfactory function with a slope very near 1. For low concentration levels, < 0.5 pg/Nms, the
SRM and AMS measurements show a difference.
Example 1 (Plant GO1 - line 2 - duty)
y=4.73 x-19.15 (x in mA) or y = 1.009 x — 0.240 (x in pg/Nm?)

70 /

/
50 /
40 /
30 /
20 /
10 /

4,00 6,00 8,00 10,00 12,00 14,00 16,00 18,00 20,00
X [mA]

60

Y [ng/m’]

Example 2: All the AMS and SRM measurements are zero, likely because they are under
their respective LoQs.

It is through span gas injection that the calibration function is calculated. However, this raises
the question on what calibrated values will be given for concentrations above the AMS’s
LoQ.

Example 2 (Plant GO2 —line 4 - duty)

arameder.
{Berefi by, 13198821.271 Arage Linle 4
i-Fms MY Kal Gusha Feingas

Messter=ch 0 bis 75 g

Yol - SaceTsiot] berug

- Grafiscive Darstellung der SEM-Messwerte und AMS-Messsigrale mit gifiger Kalibriedfunkiion

: S e | R jer halibreriuniaion
Tabelle: Ergeb: der Vergleich ngen vorm 12.11.2013 bis 14.11. 2013
TN | Catum | Unezeit | AMS SAM FT—
P I 1 = 1 37 Eg'
| & § 18] s
] g iE 5
| [ =
j= L 25|
; &1 E 0 /
= = =
[
o
o
a 12 16 20
AMS Messsignal in mA

y =4.703 x -18.61 (x in mA)
ory =1.003 x — 0.202 (x in pug/Nm?)
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ANNEX D

Calculation of the uncertainty associated with a concentration
expressed on dry gas and at an oxygen reference
concentration
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Calculation of the uncertainty associated with a concentration
expressed on dry gas and at an oxygen reference concentration

Uncertainty associated with a concentration expressed on dry gas

The concentration of a measured component expressed for dry gas is calculated according
to Formula (D.1):
100%

_ D.1
" 100% - hy, (©-1)

Cdry =

where
Cqy Is the concentration expressed on dry basis;
Cwet Is the concentration expressed on wet basis;

hm is the volume fraction of water vapour.

The uncertainty associated with a concentration expressed on dry gas is calculated
according to Formula (D.2):

2 vae 2 hm
UZ(Cdry):(Cdry)zx[u(C( t)tz)+(1o;%(,—h)m)zj .

where :
u(Cqry) Is the uncertainty associated with a concentration expressed on dry gas;

U(Cyet) is the uncertainty associated with a concentration expressed on wet gas;
u(hy,) is the uncertainty associated with the water vapour volume fraction.
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Table D.1 — Calculation of the uncertainty on dry gas

Concentration Cwe Of the measured component: 100 mg/Nm? on wet basis

Standard uncertainty of the concentration u(Cuwer): 6% of measured value

Standard uncertainty of the water vapour content

u(hm): 10% of measured value

Water vapour Concentration | Standard uncertainty Relative standard
content on dry basis uncertainty

hm Cdry U(Cdry) Urel(cdry)
% mg/Nm? mg/Nm? %
1 101.01 6.06 6.00
2 102.04 6.13 6.00
3 103.09 6.19 6.01
4 104.17 6.27 6.01
5 105.26 6.34 6.02
6 106.38 6.42 6.03
7 107.53 6.50 6.05
8 108.70 6.59 6.06
9 109.89 6.68 6.08
10 111.11 6.78 6.10
11 112.36 6.88 6.13
12 113.64 6.99 6.15
13 114.94 7.11 6.18
14 116.28 7.23 6.22
15 117.65 7.36 6.25
16 119.05 7.49 6.30
17 120.48 7.64 6.34
18 121.95 7.79 6.39
19 123.46 7.95 6.44
20 125.00 8.13 6.50
21 126.58 8.31 6.56
22 128.21 8.50 6.63
23 129.87 8.70 6.70
24 131.58 8.92 6.78
25 133.33 9.15 6.86
26 135.14 9.40 6.95
27 136.99 9.66 7.05
28 138.89 9.93 7.15
29 140.85 10.22 7.26
30 142.86 10.53 7.37
31 144.93 10.86 7.50
32 147.06 11.21 7.63
33 149.25 11.59 7.76
34 151.52 11.98 7.91
35 153.85 12.40 8.06
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Uncertainty associated with a concentration expressed at an oxygen reference
concentration

The concentration of a measured component for oxygen reference conditions is calculated
according to Formula (D.3):
21%_(Oref)

dry
Ceor =Cmx————F7—— (D.3)
21% — (Om )y
where
Ceorr is the concentration expressed at oxygen reference conditions;

(Ores )dry is the oxygen reference concentration expressed as a volume fraction on dry basis;

Cn is the measured concentration at the actual volume fraction of oxygen;

(om )dry is the actual volume fraction of oxygen in the dry flue gas.

The uncertainty associated with a concentration expressed on dry gas is calculated
according to Formula (D.4):
2 2
2 > [ u“(C u“((Om)dry)
u (Ccorr):(Ccorr) X ( n;) . = >
Cnf  (21%-(0m)ay)

(D.4)

where
U(Ceorr) is the uncertainty associated with a concentration expressed at a oxygen
reference concentration;
u(Cm) is the uncertainty associated with a concentration at the actual volume fraction
of oxygen;
u((om)dry) is the uncertainty associated with the actual volume fraction of oxygen in the

flue gas on dry basis.

The uncertainty associated to the concentration expressed at a reference oxygen volume
fraction depends on the uncertainty of the measurement carried out at the actual oxygen
volume fraction, and on the uncertainty of measurement of oxygen. It increases with the
oxygen volume fraction in the sample gas as shown in Table D.2.
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Table D.2 — Calculation of the uncertainty of a concentration
expressed at an oxygen reference concentration

mg/Nm? at actual oxygen

Concentration Cy, of the measured component: 100 content
Standard uncertainty of the concentration u(Cn): 4.7 % of the measured value
Relative standard uncertainty of the oxygen content o5
Urel(om): ) %
Oxygen reference volume concentration Orer: 11 %
Oxygen volume Concentration at | Standard uncertainty Relative standard
content Oref = 11% uncertainty
(calculated with om)
Om Ccorr U(Ccorr) UreI(Ccorr)
% mg/Nm?3 mg/Nm? %
5 62.50 2.98 4.76
6 66.67 3.20 4.81
7 71.43 3.47 4.86
8 76.92 3.80 4.95
9 83.33 4.22 5.06
10 90.91 4.75 5.22
11 100.00 5.45 5.45
12 111.11 6.40 5.76
13 125.00 7.77 6.21
14 142.86 9.80 6.86
15 166.67 13.03 7.82
16 200.00 18.56 9.28
17 250.00 29.05 11.62
18 333.33 52.40 15.72
19 500.00 121.05 24.21
20 1000.00 502.20 50.22
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ANNEX E

Summary sheets showing SRMs’ and AMSs’ performances
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E1l: Summary Sheet O2

Oxygen O,
SRM

NF EN 14789 - Paramagnetic Method

o Average value of Paramagnetic AMSs
@) EN 14789 Standard's Requirement

SRM implementation characteristics

WLoQin % volume

D U, (GUM) in relative %

0,020 6
. ; Expanded uncertainty for O in % vol.
Expanded uncertainty for O in % vol. ek P vior®
* ek 2013 10
Uy = 7,1273 €047 Wesk 22014 U e, =0,0713 CO5532 T v
Week 26/2014 09 Week 2412013 I
7 U, Week 2712014 oo
R?=0,04 [ 08 R2=0,06 < weekaomu | |
Week 2712015 Week 2712014
s e + ook asizmis
Icertuds g relove it (nome N EN 14709 07 Rv—
s 06 H
. . = E e
¢ ® L] L] e
B e 0s =
5
0a
a
03
2
0z
1
01
13 00
1S 3 10 = P i i 20 o o = 1 s s 20
Concentration % volume dry Concentration % volume dry

AMS
“ GAX 43-132 recommendations (no IED requirements) Mandated confidence interval by the IED none
) when the concentration at which the uncertainty calculation was performed is not
mentioned.in the certificate, it is assumed that it was equal to the mentioned Uncertainty recommended by GA X 43-132 at “
concentration (grey cells) the level of the measured concentrations 1%
Values obtained during certification
Full scale LoQ U (GUM) e,
p (% volume) | (% volume) (relative %) (% volume)
Para-1 Servomex Group Ltd: mini MP 5200 25 0,06 2,1 25
Para-2 Servomex Group Ltd: Servomex 4900 Multi gas analyser 25 <0.1 2,3 25
Para-3 SICK MAIHAK GmbH: MAC GMS 800 Multi-Component Analyser 25 <0.1 2,36 25
Para-4 ABB Ltd: Endura AZ20/AZ30 25 <0.04 2,6 25
Para-5 ABB: AO2000 Magnos 206 10 0 4,2 10
Para-6 HORIBA: ENDA-5000 25 0,01 2,2 25
Para-7 HORIBA: PG 250 25 NC 2,3 25
Para-8 HORIBA: PG 350 E 25 0,02 2 25
Para-9 Siemens Production: Oxymat 6 5and 25 0,01 0,32 25
Emerson Process Management Manufacturing GmbH & Co. OHG: NGA 2000
Para-10 5and 25 0,01 28 25
MLT3/4
parail Environnement SA: MIR9000 Multi-gas Analyser Type 2 SEC Probe & 10and 25 0,02 27 -
MIR9000 CLD optionType 2 ' !
Para-12 Environnement SA: MIR-IS Multi-gas Analyser Type 2 SEC 10 and 25 0,02 0,28 25
Zirconia probe
ZIRC-1 Dr Fédisch MCA 04 25 0,06 2,3 25
ZIRC-2 Dr Fodisch MCA 10 25 <0.5 1,7 25
ZIRC-3 FUJI ZFK8 + ZKM 25 NC 2,7 25
ZIRC-4 FUJI ZRE et ZRE/ZFK7+ ZKM 25 0,02 2,9 25
ZIRC-5 ABB Ltd: ENDURA AZ20 25 0,04 2,6 25
ZIRC-6 Environnement SA: MIR9000 H 25 NC 1,8 25
ZIRC-7 SICK MAIHAK GmbH: MCS 100E PD 21 0,03 3 10
ZIRC-8 SICK MAIHAK GmbH: MCS 100E FT 21 0,008 2,8 21
ZIRC-9 ABB : Advance CEMAS FTIR — NT (ACF-NT) (CEM 1230KL) 25 0,04 2,4 25
ZIRC-10 Gasmet Technologies Oy: DX 4000, CX 4000 OXITEC 500E SME 5 25 0,04 2,4 25
ZIRC-11 Pillard: Oxatex 3107 C67 21 NC 2,9 21
Emerson Process Management Rosemount analytical, Inc.: Model 6888A
ZIRC-12 o 25 NC 24 25
with zirconia probe
Emerson Process Management Rosemount analytical, Inc.: Oxymitter 4000
ZIRC-13 . 25 <0.5 32 25
With operator Interface LOI
ZIRC-14 Opsis AB: 02000 Oxygen analyser 25 0,04 4,8 25
ZIRC-15 Protea LTD: ProtIR 204M Mobile FTIR 25 0,02 NC
ZIRC-16 SICK MAIHAK GmbH: MCS 100E HW 21 0,07 0,53 10
ZIRC-17 SICK MAIHAK GmbH: SIDOR Multi Gas Analyser with OXOR-P modules 25 0,06 1,1 10
ZIRC-18 Environnement SA: MIR-FT Multi-gas Analyser 25 0,2 0,7 25
Electr | cell
C.elec-1 ABB: A02000 EI sensor 10 0,004 42 10
C.elec-2 Land Instruments International Ltd: FGAIl Flue Gas Analyser & ChillerProbe 25 0,03 3,11 25
C.elec-3 SICK MAIHAK GmbH: SIDOR Multi Gas Analyser with OXOR-E module 25 0,12 1,4 10
Siemens Production Automatisation S.A.S.: ULTRAMAT 23 Multi-component
C.elec-4 N . . 25 0,01 0,6 25
gas analyser with acetic acid cell for O.
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E2: Summary Sheet CO

Carbon Monoxide CO

SRM
Values obtained through ILCs organised at
NF EN 15058 SRM implementation characteristics INERIS
' Minimum ELV based on the median of AMSs measuring according to the SRM and assuming that Min. ELV = 10 LoQ @ - .,
2 Estimated expanded uncertainty based on the method's reproducibility Min ELV based on ‘;MSS Unnax (GUM) Csam lnS 1 2 5
LoQs in mg/Nm in% mg/Nm
80 3 Pyin% 70 39 18
Can: Concentration level
% Relative Expanded Uncertainty CO in %rel
0 | 0o _Expanded uncertainty in mg/m? -
160 Usuc.obs = 4,3759 CO2102 .
150 N
o - weskczzon [— :
| R?=0,35 4 - s S5
S 4 weeasona « ek 014 .
120
|u=469,35 o8 R— © ek zaoss
"o R=os9as1 200
SR R— R ——
o —txw
|5 - nce ek 272015
et
I
0
50 poi 100
© 02024 P-AMS
20 — -
v S e = - max s
o
0 10 20 3 40 50 60 70 50 % 1w 10 10 10 140 1% 10 10 10 190 200 210 220 20 240 0 e
Concentration in mg/my* Concentration in mg/mo?
AMS
©¥) Assuming that the Minimum ELV = 5 LoQ 75 % of the P relative uncertainty mandated 5%
 when the concentration at which the uncertainty calculation was performed is not mentioned in the certificate, it is assumed |BY the IED at the Daily ELV: :
that it was equal to 50 mg/Nm? (grey cells)
Values obtained during certification [Data from QAL2 control reports
Full scale LoQ #'Min ELV | U(GUM) Wi Cavg, ELV, Sy: expressed in mg/Nm? on dry gas at 11% O,
Non-Dispersive InfraRed (NDIR) (mg/Nm*) |(mg/Nm’*)| (mg/Nm’) % | (mg/Nm? Min ELV calculated =S, x 1.96 X 100/ P - Min ELV calculated with SD,min=SD,min x 1.96 x 100 / P
NDIR1_|ABB Automation Products GmbH: Advance Optima AO2000 7 0,03 015 85 50
NDIR2_|ABB Automation Products GmbH: EL3000 75 03 15 85 50
NDIR3_|HORIBA: ENDA-5000 50 12 3 56 0
NDIR4_|Siemens Production A ULTRAVIAT 23 50 24 2 79 80
NDIR-5_|SICK MAIHAK GmbH: MAC GMS 800 (UNOR) 7 05 a5 74 50
NDIR6_[SICK MAIHAK GmbH: MAC GMS 800 (MULTOR) 200 08 4 75 50
NDIR7_|Siemens Production S.A.5.: ULTRAVIAT 6 Multi-component gas analyser 50 08 4 73 50
Cav .
e | Number of ) Min ELV by data Min ELV Min ELV Minimum expanded
measured by | measureme | Site's ELV .
NDIR-8  |Emerson Process Management Manufacturing GmbH & Co. OHG: NGA 2000 MLT3/4. 7 18 9 78 s0 g/ | reProcessing | calculated by s, | calculated by | uncertainty to fulfi the
me/Nm 3 > o
3 Nm’ (mg/Nm’] Sp,min (mg/Nm' variability test (%]
(mg/Nm?) | [AMs/sRM] (mg/Nm’) (mg/Nm’) (mg/Nm’) Y (%)
247 Y 50 236 184 77 25
Gas Filter Correlation InfraRed (GFCIR) / 2,7 18 50 235 1,5 126 28
[GFCIR-1_[SICK MAIHAK GmbH: MCS 100E HW Multi-C it Analyser 7 05 25 58 50 Min ELV >> than calculated based on the certificate, but cannot be tested lower by data reprocessing
[GFCIR2_[SICK MAIHAK GmbH: MCS 100 PD Multi-Component Analyser 50 06 3 3 50 because only 3 data pairs are left for the test (lowest concentrations measured around 20 mg/Nm?)
GFCIR-3__[Environnement SA: MIR-IS_Multi-gas Analyser Type 2 SEC 7 o1 05 53 50
-p Cavg Number of Min ELV by data Min ELV Min ELV Minimum expanded
measured by | measureme | Site's ELV
GFCIR-4|Environnement SA: MIR9000 Multi-gas Analyser Type 2 SEC Probe & MIR9000 CLD optionType 2 3 01 05 79 s0 i trapmty | reProcessing | calculated by s, | caleulated by | uncertainty to fulfi the
me/Nm 3 B 7 > o
mg/Nm (mg/Nm So,min (mg/Nm?)|  variability test (%)
(mg/Nm’) | [AMS/SRM] (mg/Nm’) (ma/Nmyl (mg/Nem) ¥ test (%)
GFCIR-S A MIR9000 H 7 NC B s 50 21,7 15 50 186 252 225 52
[GFCIR6_|Servomex Group Ltd: Servomex 4900 Multigas Analyser 75 28 14 55 50 256 16 50 17,7 25 11,8 46
GFCIR7__|HORIBA: PG 250 7 027 135 35009, 50 516 18 50 |Not fulfilled variability test
GrCIR-8__|HORIBA: PG 350E 75 03 15 67 50 482 17 50 160 171 50 35
GFCIR9_[Dr Fodisch MCA 04 method and Gas filter correlation 75 <15 75 75 s Min ELV >> than calculated based on the certificate, but cannot be tested lower by data reprocessing
GFCIR-10_|Dr Fédisch MCA 10 method and Gas filter correlation 75 0,09 0,45 75 50 because only 3 data pairs are left for the test (lowest concentrations measured around 15 mg/Nm®)
GFCIR-11_[siemens Production 5.A5.; ULTRAVIAT / OXYMAT 6 Multi-component analyser 50 08 4 73 50
GFCIR12_[FUII_Electric Co Ltd: ZRE et ZRE/ZFKT 125 015 075 125 50
GFCIR-13_[SICK MAIHAK GmbH: SIDOR Multi Gas Analyser with OXOR-E & OXOR-P modules 75 13 65 52 E) Different values on the TUV and MCERTS certificates
GFCIR-14_[SICK MAIHAK GmbH: GM35 In-situ Gas Analyser Model Cross-Duct & Model Measuring Probe GMP 75 13 65 69 50
GraR15 |unit 187 08 4 75 50
Fourrier Transform InfraRed (FTIR)
[FiR-1__[Gasmet Technologies OY: GASMET Multi gas analyser CX 4000, DX4000 or CEM 1T 75 03 15 6 50
Cave Number of | Min ELV by data Min ELV. Min ELV. Minimum expanded
measured by | measureme | Site's ELV
FTIR2  |ABB Automation GmbH: Advance CEMAS FTIR — NT (ACF-NT) Multigas Continous Emission Monitor 7 05 25 98 50 o o/ | feProcessing | calculated by sp | calculated by | uncertainty to fuli the
me/Nm 5 3 5 >
Spmin (mg/Nm?) [ variability test (%
(mg/nm?) | (ams/srml (mg/Nm?’) (mg/Nm’) (mg/Nm’) Y test (%)
FTIR3__[SICK MAIHAK GmbH: MCS 100 FT 7 06 3 87 50 88 18 50 292 284 = 58
FTiR-4___[MKS Intruments Inc,: MGS 300 75 06 3 62 50 58 g 50 201 215 195 a4
FTiR5__|General Impianti GL: GIGAS 10M 75 NC - 9 50
Cavg | Numberof ) Min ELV by data Min ELV Min ELV Minimum expanded
=» | e by | measureme | Site's ELV
FTIR6  |Environnement SA: MIR-FT Multi-gas Analyser 3 02 1 28 50 o - g/ | feProcessing | calculated by s, | calculated by | uncertainty to fuli the
me/Nm 3 7 s o
(mg/Nm’] Sp,min (mg/Nm! variability test (%)
(mg/nm®) | (/SR (mg/Nm’) (me/Nm’) (mg/Nm’) v test (%)
FTIR-7__[Protea LTD: ProtiR 204M Mobile FTIR multigas analyser 7 00 045 NC NC 59 3 30 68 61 = 22
59 6 30 60 35 47 12
Differential Optical Absorption (DOAS)
[0oAs—Jopsis: AR 650 7 2 1 = [ & 1 % ]
ical cell
[Blecc [tand instruments Ltd: FGAIl Flue Gas Analyser & ChillerProbe 150 36 | 18 [ 206 [ s0 |
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E3: Summary Sheet NOx

Nitrogen Oxide NO,
SRM
NF EN 14792: Chemiluminescence

Y Minimum ELV based on the median of AMSs measuring according to the SRM and assuming that Min. ELV = 10 LoQ
1@ Estimated expanded uncertainty based on the method's reproducibility

SRM implementation characteristics

for certified C -AMSs  NOx in %rel

U =32,882C 05

R*=028

% Min ELV based on Upax
AMSS' LoQs in mg/Nm”® |(GUM) in %
17 10

Expanded Uncertainty for certified Chemiluminescence P-AMS NOx in mg/my®

[

=0,328a coson

i
Concentratan n mg NOxmy2 ary Concenteationin mg NOmy? dry
AMS
¥ Assuming that the Minimum ELV =5 LoQ 75 % of the P relative uncertainty
 \hen the concentration at which the uncertainty calculation was performed is not mentioned in the [ mandated by the IED at the Daily ELV: 15%
certificate, it is assumed that it was equal to 200 mg/Nm® (grey cells)
Values obtained during certification Data from QAL control reports
Full scale Loa [®minewv| ueum) [ “c Cave, ELV, S, expressed in mg/Nm’ on dry gas at 11% O,
Chemiluminescence Reference Method NF EN 14792 (mg/Nm*) [ (mg/Nm’) | (mg/Nm®) | % | (mg/Nm’) [Min ELV calculated =S, x 1.96 x 100 /P__ - Min ELV calculated with SD,min=SD,min x 1.96 x 100 / P
[Chemilu-1 Eco Physics AG: Eco Physics CLD 82Mh & 822Mh chemiluminescence NO/NO, analyser 90 07 35 19 33
Chemilu-2. SA: MIR9000 Multi-gas Analyser Type 2 100 0,08 04 72 20
chemilu-3. MIR000 CLD optionType 2, range 5000 CD 20 NC N 61 20
[Chemilu-4 [Emerson Process GmbH & Co. OHG: NGA 2000 MLT3/4 200 72 36 9.2 131
| Chemilu-5 [Emerson Process GmbH & Co. OHG: NGA 2000 CLD 134 <27 <135 12,5 100
| Chemilu-6 HORIBA: PG 350E 134 <27 <135 66 131
[Chemilu-7 HORIBA: PG 250 134 02 1 85 131
Non-Dispersive InfraRed (NDIR)
NDIR1 [ABB Automation Products GmbH: AD2000 Series Multigas Analysers with SCCK NO/NO, converter 100 028 14 79 200
NDIR-2 [ABB Automation Products GmbH: EL3000 Series Multigas Analysers with SCC-K NO/NO, converter 150 0,12 06 7.9 200
NDIR-3 Siemens Production S.A.S.: ULTRAMAT 23 Multi-component gas analyser 250 8 40 104 326
NDIR-4 Siemens Production S.AS ULTRAMAT / OXYMAT 6 Multi-component analyser 100 16 8 106 326
NDIRS HORIBA: ENDA-5000 100 04 2 1 31
INDIR-6 SICK MAIHAK GmbH: MAC GMS 800 UNOR 100 16 8 11,7 50
INDIR-7. SICK MAIHAK GmbH: MAC GMS 800 MULTOR 250 8 40 11,9 200
NDIR S SICK MAIHAK GmbH: MAC GMS 800 DEFOR 50 02 1 1,1 30
INDIR-9 FUJI Electric Co Ltd: ZRE et ZRE/ZFK7 268 06 3 14,7 200
NDIR-10 siemens Production S.A.S. ULTRAMAT 6 Multi- gas analyser 100 16 8 106 326
Gas Filter Correlation InfraRed (GFCIR)
covg measureal Mmberof | | mewevsa [l M Minimum expanded
GFCIR-1 SICK MAIHAK GmbH: MCS 100E HW Multi-Component Analyser 15 06 3 7,0 130 S reprocessing N calculated by | uncertainty to fulfil the
3 (mg/Nm’) 3 Sp (mg/Nm’) " 3 "
(mg/Nm’) (AMS/SRM] (mg/Nm®) So,min (mg/Nm®)|  variability test (%)
[GFeiR-2 [SICK MAIHAK GmbH: MCS 100E PD Multi-Component Analyser 50 04 2 6 130 74,1 18 80 430+ 263 29,9 69
GFCIR-3 |Servomex Group Ltd: Servomex 4900 Multigas Analyser 268 08 4 73 74,1 18 80 443+ 135 17,7 35
| R Dr Fodisch MCA 04 method and Gas filter correlation 200 08 4 114 98 *: Min ELV >> than calculated based on the certificate, but cannot be tested lower by data reprocessing
[GrRs Dr Fodisch MCA 10 Dualwavelength method and Gas filter correlation 200 < <20 59 130 because only 3 data pairs are left for the test (lowest concentrations measured around 40 mg/Nm?)
|GFCIR-6 Siemens AG.: Set CEM CERT 7MB 1957 with SIPROCESS UV600_7MB2621 module 50 NC - 85 100
Cavg measured m':‘;’:‘br::“f" stesey | MnEVOYdata | redby|  MIEY Minimum expanded
GreiR-7 Environnement SA: MIR9000 Multi-gas Analyser Type 2 SEC Probe & MIR9000 CLD optionType 2 20 002 01 72 20 by SRM‘ (/) reprocessing 5 /) calculated hy! uncertainty to fulfil the
(me/Nm’) | (s /sru) (mg/Nm?) [55,min (mg/Nm?)|  variability test (%)
[GFCIR-8 : MIR9000 H 200 NC - 12,6 100 166,9 18 200 141.9* 64,4 93,6 6,6
[GFCIR-9 Environnement SA: MIR-IS_Multi-gas Analyser Type 2 SEC 100 0,08 04 48 168,4 17 200 144.0* 77,8 101,0 7.9
cramao |Kittiwake Procal Ltd: Procal 2000 Series Continuous Emission Monitor with ACU MK3 Contral Unit or with o 2 o e 7 - o0 L0 e o on
[Procal 1000 Control Unit
[GFCIR-11 [SICK MAIHAK GmbH: SIDOR Multi Gas Analyser with OXOR-E or OXOR-P modules 75 39 19,5 6,1 130 187,1 18 200 152.1% 46,6 28 4,8
*: Min ELV >> than calculated based on the certificate, but, except for the 3rd case, the ELV cannot
Fourrier Transform InfraRed (FTIR) be tested lower by data reprocessing because only 3 data pairs are left for the text (lowest
FTiRL [MIKS Intruments Inc,: MGS 300 200 08 4 68 31 concentrations measured around 60 mg/Nm? for the first 2 and 40 me/Nm? for the last)
FTIR-2 General Impianti GL: GIGAS 10M 200 NC - 9.1 131
Cave measured mNe:::Jb:len Ste'sey | MIMELVBydata iy caleulated byl (TR Minimum expanded
FTIR-3 ABB Automation GmbH: Advance CEMAS FTIR - NT (ACF-NT) 200 a5 25 82 131 5 reprocessing N calculated by | uncertainty to fulfil the
3 (mg/Nm’) 3 Sp (mg/Nm’) 3 Sabil
(mg/Nm) |y vissr) (mg/Nm®) [Sp,min (mg/Nm’)|  variability test (%)
FTIR-4 [Gasmet Technologies OY: GASMET Multi gas analyser CX 4000 , DX4000 & EN4000 Multi-gas analyser 200 24 12 65 131 67,8 17 80 67.9° 30,7 13,5 8,0
FTiRS SICK MATHAK GmbH: MCS 100 FT 200 15 75 55 31 6738 5 50 690 761 43 196
Fiik6[protea LTD: Protih 204M Mobile FTIR multigas analyser 200 22 11 Ne e +Min ELV >> than calculated based on the certificate, but canmo be tested lower by data reprocessing
FTiR7 [Environnement SA: MIR-FT Multi-gas Analyser 200 18 9 98 because only 3 data pairs are left for the test (lowest concentrations measured around 60 mg/Nm?)
Cavg measured mNe:’vabv:rmfn Ste'sey | MIELVBydata ey caleulated byl (SR Minimum expanded
by SRM; mg/m?) reprocessing " cxlf’.ula(ed hy3 uncertainty to fulfil the
UV Absorption (me/Nm) | s srm) (mg/Nm’) Sp,min (mg/Nm®)|  variability test (%)
AMETEK Process Instruments: Model 910 Hot/Wet Multi-Gas Mass Flow CEM / Model 920 Hot/Wet
Multi-Gas CEM / Model 919 Hot/Wet Single-Gas CEM 670 2 10 121 268
UV-1 [Model 919 Hot/Wet Single-Gas CEM / Model 909 Hot/Wet Single-Gas Mass Flow CEM 78,2 17 70 .
V-2 [ABB Automation: AO2000- Limas11 UV canal NO and NO, T35 050 27 W65 2 T8 T %3
Jovs Siemens sensors & C: SIPROCESS UV600 50 02 1 11,1 *: impossible to test lower ELVs because at 69 mg/Nm’, only 2 data pairs are left
Differential Optical Abs tion (DOAS)
[poas-1 [OPSis AB: AR 602 Z/N GM32 In-situ Multi-Component Analyser (Cross Duct version) | 150 | o6 | 3 45 | 100
[DOAS2 [SICK Mathak GmbH: GM32 In-itu Multi-Component Analyser (Cross Duct version) 70 [ os [ s [V )
[Doas3 [SICK Maihak GmbH: GM32 In-situ Multi-Component Analyser (GMP measuring probe version) | 70 | Y ) 18 | a0
cell
[Etecc’ JLand Instruments Ltd: FGAII Flue Gas Analyser & ChillerProbe | 20 | 21 | 105 127 | 130
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E4: Summary Sheet TOC

Total Organic Compounds TOC
SRM
EN 12619

 Minimum ELV based on the median of AMSs measuring according to the
SRM and assuming that Min. ELV = 10 LoQ

SRM implementation characteristics

Values obtained through ILCs organised at the INERIS or when validating the EN 12619 Standard

 Estimated expanded uncertainty based on the method's reproducibility [ —
Min ELV based on AMSS' | Uy, (GUM) ) 5
) 5 b Cy in mg/Nm 10-50 50-100 | 100-200 20-120 120-170
LoQs in mg/Nm in%
0,40 15 @yToCin% 50 30 20 EN 12619
@yToc in% 23 13 10 INERIS ILC
Cep: Concentration level
Expanded uncertainty for certified FID P-AMSs TOC in %rel. Expanded uncertainty for certified FID P-AMSs TOC in mgC/mq?
WU-M =62,757 C 0357 = Weok 2212013 Upcas =0,6276 €063 = wek 222013
R p— + ook 232013
@ S & Week 242013 = 4 Week 2412013
R?-=025 X Weak 252014 R*=050 P ——
. Wk 262014
w + Week 2712014 » + Week 2712014
O + Woak 252015 + ook 252015 R Utt|maxsaon
* Week 26/2015 - » Week 26/2015 - T+
. — + wWesk 272015 =
- © - All data Il data. “
3 CA
H " —— Pssance (41 daa) .
H B
. ot b
20 & . +
v L — : 7 Gthsrm ~
s } o "
. o
.
Concentrationin g C/mg? wet Concentrationin mg €/ wet
AMS
75 % of the P relative uncertainty mandated by | .
the IED at the Daily ELV:
 Assuming that Min ELV = 5 1Q Values obtained during Data from QAL2 control reports
Full scale LoQ GMinEv | uGUMm) By Cavg, ELV, Sp: expressed in mg/Nm? on dry gas at 11% O,
FID (mg/Nm*) | (mg/Nm) | (mg/Nm?) % (mg/Nm’) Min ELV calculated = S, x 1.96x 100 /P - Min ELV calculated with SD,min= SD,min x 1.96 x 100 / P
FID-1_|SK Elektronik GmbH: Thermo FID] 15 0,06 03 118 10
) Cavg measured | Number of Site's ELV Min ELV by data Min ELV Min ELV calculated Mi imum expam_ied
FID-2 |ABB Automation GmbH: AO2000 MultiFID 14 10 0,036 018 182 10 b d by SRM P clcuatedbyso| 00" L | encertintytoflf the
(mg/Nm?) [Ams/srm) | (MB/NmM (mg/Nm?) (mg/nm?) |V > E variability test (%)
FID3_|SICK AG: GMS810-FIDOR TOC analyser 15 0,06 03 86 10 12 e 10 [ a4 B
FiD-4_|SICK AG: MCS 100 FT FID 15 <0.03 <0.15 21 10 12 7 10 |Does not fulfil the variability test
FID-5 |Dr Fédisch MCA 04 15 0,012 0,06 12,8 10
FiD-6_|Dr Fodisch MCA 10 15 0,012 0,06 87 10
N Cavgmeasured | Numberof | oo | MinEL by data MInEW [ reutateq | Minimum expanded
FID-7 |Environnement SA: Graphite 52 M 15 0,06 03 8,7 10 by SRM N calculated by S by S, min (me/Nm) uncertainty to fulfil the
(mg/Nm?) | [Ams/sRm] | (ME/NM) (mg/Nm?) (mg/nm?) [V variability test (%)
0,04 18 10 17 16 B 49
FTIR 01 18 10 a2 4,0 B 123
iy [ABB Automation GmbH: Advance CEMAS FTIR —NT 15 0,042 021 182 10 091 18 10 13 25 14 76
(ACF-NT)
051 [0 i) 17 36 16 111
Non-certified FID Analyser SICK MAIHAK - EUROFID 3000
Cavg measured Number of Site's ELV Min ELV by data Min ELV Min ELV calculated Minimum expanded
by SRM o caleulated by Sy 1 | Uncertainty to fulfl the
(mg/Nm?) (ams/semy | (me/NT) (mg/Nm?) (mg/nm?) |2 Sormin (me/Nm') variability test (%)
6 5 i) 35 ) B o4
1,6 15 10 3.2 33 3,1 10,2
Non-certified FTIR Analyser Environnement SA Analyser - MIR FT (certified for other parameters)
Cavgmeasured | Numberof | ooy [ MinEL by data MInEW [ crcutateq | Minimum expanded
by SRM ) calulated bySo R | uncertainty o flfl the
(mg/Nm?) | [amis/srm) | (MmN (mg/Nm?) (mg/m?) | Y Somin (ME/NM] bty test (%)
08 6 10 08 06 03 19
0,8 6 10 0,8 0,8 0,0 2,5
Min ELV >> than calculated based on the certificate, but cannot be tested lower by data reprocessing

Ref.: DRC-17-168319-02463B

because only 3 data pairs are left for the test (lowest concentrations measured around 20 mg/Nm?)
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E5:

Summary sheet Dust

Dust
SRM

NF EN 13284-1 Manual method: filter sampling and gravimetric determination

SRM implementation characteristics

Expanded Uncertainty for Dust in % rel.

= Week25/2016
%
9 Assuming a Min ELV = 10 LoQ Analytical | ®Loin | Min €LV in|®u... (GUM) . Wm: 26/2016
1 Based on 1 hour of sampling and of 1 m* sampled oqinmg | mg/Nm® | me/nm? in% w© 4 z;z::
® Requi - wes
Requirement mandated by the Standard being revised - = — + Week26/2017
- - . 340 20% o - Weel
[ vinsing 2,0 2,0 XQ Weekas/aots
N1l - Week 26/2018
B Week 27/2018
valdation EN 13264-1
50 = Trdata
= - puissance (Al data)
W
. + INERISILCs data
’ - v \.
2 Uth maxsRM
10
o
3 s 10 15 2 2 30 3 a as 50
Concentrationin mg/m¢*
AMS
©
A that the Mi ELV =5 L " "
o euming that the Minimum °a ’ 75 % of the P relative uncertainty o
when the concentration at which the uncertainty calculation was performed is not mentioned in |1 te f by the IED at the Daily ELV:
the certificate, it is assumed that it was equal to 10 mg/Nm? (grey cells)
Values obtained during certification [Data from QAL2 control reports
Full scale Q |®MinEv| uGum) Ogy Cavg, ELV, S,: expressed in mg/Nm” on dry gas at 11% O,
Opacity / (mg/Nm?) | (mg/Nm’) | (mg/Nm?) % | (mg/Nm?) Min ELV calculated = S, x 1.96x 100 /P - Min ELV calculated with SD,min= SD,min x 1.96 x 100 / P
| TRANS-1 PCME Ltd Stack 710 15 NC 68 10
[TRANS2__|Pillard: OPASTOP EM--D 5100 20 NC 13,4 10
TRANS 3 |HORIBA EM-D 5100 15 NC - 52 10
[TRANS4__|CODEL D-CEM2100 model 15 000018 | 0,0009 6 10
[TRANS'S__|Land Instruments 4500 MKIIl 15 006 03 68 10
Number of . Min ELV by data Min ELV Min ELV calculated Minimum expanded
Cavg measured by Site's ELV . .
[TRANS-6 SICK AG: FWE 200 15 0,06 03 62 10 SRM (mg/Nm’) measurements. (mg/Nm?) reprocessing calculated by S, by Sp,min uncertainty to fulfil the
me/Nm [Ams/sRM] | (me/Nm (mg/Nm?) (mg/Nm?) (mg/Nm®)
[TRANS7 __[SICK AG: DUSTHUNTER T200 15 0,06 03 84 10 36 7 10 31° 3,7 11 11,2
[TRANS _[SICK AG: DUSTHUNTER T100 15 0,06 03 6 10 36 17 10 31° 3,7 11 11,8
[TRANS9_[SICK AG: DUSTHUNTER C 200 15 0,06 03 84 10 36 7 10 31° 36 19 11,0
| TRANS-10 SICK AG: DUSTHUNTER SF100 15 0,078 0,39 7 10 3,6 17 10 3,1* 3,6 1,9 11,0
[TRANS11__|DURAG GmbH: D-R 250 15 0,06 03 52 10 *: Min ELV >> than calculated based on the certificate, but cannot be tested lower by data reprocessing
because only 3 data pairs are left for the test (lowest concentrations measured around 40 mg/Nm?)
Diffusion optics
DIFF-1 SICK AG: DUSTHUNTER SP100 18 0022 011 39 10
Number of . Min ELV by data Min ELV Min ELV calculated Minimum expanded
Cavg measured by Site's ELV . "
DIFF-2 DURAG GmbH: D-R 300 3 <0.006 <0.03 0,9 3 SRV (me/Nm?) measurements. (mg/Nm?) reprocessing calculated by S by Sp,min uncertainty to fulfil the
me/Nm {Ams/srm) | (me/Nm (mg/Nm?) (mg/Nm?) (mg/Nm?) test (%)
DIFF-3 DURAG GmbH: D-R 320 75 NC - 7 5 0,12 16 5 15 14 - 84
DIFF4, SICK AG: DUSTHUNTER C 200 15 006 03 7 10 012 16 5 15 14 - 84
DIFFS DURAG GmbH: D-R 800 15 <003 <015 53 15
DIFF-6 DURAG GmbH: D-R 820 15 09 45 12,3 10
DIFF-7 PCME Limited: PCME QAL 181 15 0,078 039 64 10
DIFF8 Dr Fodisch PFM 0GED 15 NC - 12,3 10
DIFF-9 SICK AG: DUSTHUNTER SB100 15 023 115 53 10
Min ELV by dat: Min ELV Min ELV calculated
Cavgmeasuredby | NUMoerof | goey in y data iin in ELV calculate Minimum e)mam:led
.7 | measurements ) reprocessing | calculated by S, by Sp,min uncertainty to fulfil the
SRMme/Nm) | ans/sam) | (MBI o m?) (mg/Nm’) (mg/Nm’) variability test (%)
Triboelectric probe
[triBo-1 [DURAG D-RX 250 [ 15 [ <003 | <015 | s2 [ 0 ] 43 16 10 2,7 44 23 13,7
[TRIBO-2__ [PCME Limited QAL 991 | 75 | 0012 | o006 | 95 s | 43 16 10 34 4,0 32 12,4
[TRBO3 [PCME 980 | 15 | <003 | <015 | NC | 6.6* 7 10 4,0 48 E 15,9
6.6* 7 10 51 61 20,0

Ref.: DRC-17-168319-02463B

* average concentration increased by results made by doping the effluent for 2 trials

OLDHAM Analyser - EP 1000 Model (no certification data available)

Number of . Min ELV by data Min ELV Min ELV calculated Minimum expanded
Cavg measured by Site's ELV ! N " ¢
<M (mg/Nr) g/ calculated by Sy by Sp,min uncertainty to fulfil the
& [AMS/SRM] e (mg/Nm?) (mg/Nm?) (mg/Nm®)
0,12 16 5 1,5 14 = 84
0,12 16 5 15 14 - 84
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E6: Summary Sheet SOx

Sulphur Dioxide SO,
SRM

SRM implementation characteristics
NF EN 14791 Manual method: bubbling and ionic chromatography
M Assuming the Min ELV = 10 LQ Analytical Loa| “LoQin | @ MinELV [Py, (GUM)
2 Based on 1 hour sampling. inmg. mg/Nm? | in mg/Nm? in%
) Estimated expanded uncertainty based on the method's reproducibility 0,1 | o167 | 1667 20
= Week25/2010
Expanded uncertainty for SO, in % rel 100 Expanded uncertainty for SO, in mg/m>. * Week26/2010
T Week 2772070
* Uncars =0,413 o252 © Week20/2011
Upcer = 41,302x0245 e
e = Week25/2010 %0 R
o & Week 262010 Rz 073 o Week23/2012
4 Week27/2010 =0,
R2=0,07 80 i ™
" o Week20/2011 Week 26/2012
& Week 2172011 0
o Week23/2012
- Puissangetf data)
s0 — 25201 0
° Week 26/2012
N N .
Alldata ) .
a 5
a0 Ty
. -
£ e a0 5
30 .
° 30
2 s [UR— .
. 20 -
10 o (T—
o 0
o 50 100 150 200 250 300 350 00 450 500 0 100 150 200 250 350 400 450 500
Concentrationin mg/mq® Concentrationin mg/my*
AMS

75 % of the P relative uncertainty

mandated by the IED at the Daily ELV:

15%

@ Assuming that the Minimum ELV = 5 LoQ Values obtained during certification Data from QAL2 control reports
Full scale LoQ |® MinELV| UGUM) Ogy Cavg, ELV, Sp: expressed in mg/Nm? on dry gas at 11% O,
meg/Nm?®) |(mg/Nm’) Nm’ % Nm’ Min ELV calculated = S, x 1.96 x 100 / P Min ELV calculated with SD,min=SD,min x 1.96 x 100 / P
Non-Dispersive InfraRed (NDIR) (i) | (et () (mg/Nm’) D / /
[NDIR-1__|ABB Automation Products GmbH: URAS 26 (AD2000-EL3000) 7 039 1,95 102 50
NDIR-2__|siemens Production S.A.S.: ULTRAMAT 6 Multi-component gas analyser 75 09 45 76 50
NDIR-3__|HORIBA: ENDA-5000 75 03 15 88 50
NDIR-4__[SICK MAIHAK GmbH: MAC GMS 800_UNOR 75 06 3 11,5 50
[NDIR-5__|SICK MAIHAK GmbH: MAC GMS 800 DEFOR 75 06 3 109 50
[NDIR-6__|SICK MAIHAK GmbH: MAC GMS 800 MULTOR 250 7 35 10,7 150
NDIR-7__|[Siemens Production ion S.A.S.: ULTRAMAT 23 Multi- as analyser 400 s ) 79 200
[NDIR-8__|Emerson Process GmbH & Co. OHG: NGA 2000 MLT3/4 120 27 15 153 50
Cavg measured| Numberof | oo | MinELVbydata | Min ELV Min ELV Minimum expanded
BYSRM | measurements | L) reprocessing | calculated by | calculated by | uncertainty to fulfil the
mg/Nm’ [AMS/SRM] me/Nm mg/Nm’) Sp (mg/Nm?) | So,min (mg/Nm®) |  variability test (%)
Gas Filter Correlation InfraRed (GFCIR) ’ {me/Nm) (me/Nm) o (me/Nm) | Soymin (me/Nem)
[GFCIR-1__[SICK MAIHAK GmbH: MCS 100E HW Multi-Component Analyser 3 08 4 78 50 202 18 50 152+ 12,7 4,0 52
GFCIR-2__[SICK MAIHAK GmbH: MCS 100E PD Multi-Component Analyser 10 02 1 9 50 202 17 50 140" 108 93 24
GFCIR-3__Siemens Production S.AS.: ULTRAMAT / OXYMAT 6 Multi-component analyser i3 09 a5 76 50 *:Min ELV >> than calculated based on the certificate, but cannot be tested lower by data reprocessing
GFCIR-4__|Dr Fodisch MCA 04 D method and Gas filter correlation s <15 <75 114 50 because only 3 data pairs are left for the test (lowest concentrations measured around 14 mg/Nm?)
GFCIR-5__|Dr Fodisch MCA 10 D method and Gas filter correlation 7 s a5 77 50
Cavg measured| Numberof | . o | MinELVbydata | Min ELV Min ELV Minimum expanded
Environnement SA: MIR9000 Multi-gas Analyser Type 2 SEC Probe & MIR9000 CLD optionType 2 75 03 15 83 50 - measurements reprocessing | calculated by | calculated by | uncertainty to fulfil the
rc (mg/Nm?) [AMS/SRM] me/Nm’) (mg/Nm?) Sp (mg/Nm®) | Sp,min (mg/Nm®) [  variability test (%)
FOIR-1
GFCIR-2__|Servomex Group Ltd: Servomex 4900 Multigas Analyser 572 3 15 13,7 200 9,99 16 50 25,1 25,0 243 102
GFCIR-3__|HORIBA: PG 350E 143 29 <145 138 60 10,9 18 50 71 125 69 5,1
GFCIR-4__[Siemens AG.: Set CEM CERT 7MB 1957 with SIPROCESS UV600_7MB2621 module 400 NC - 133 200 109 18 50 Does not fulfil the variability test |
GFCIR-5 SA: MIR9000 H 500 NC - 132 200 10,9 18 50 18,0 16,5 [ 17,5 67
GFciR6 SA: MIR-IS Multi-gas Analyser Type 2 SEC 75 03 15 41 50
GFCIR-7_[FUI_Electric Co Ltd: ZRE and ZRE/ZFK7 571 05 25 69 200
GFCIR-8_|HORIBA: PG 250 460 2,9 1145 167 333
Kittiwake Procal Ltd : Procal 2000 Series Continuous Emission Monitor with ACU MK3 Control Unit or
p " 429 23 15 17 200
GFCIR-9__|with Procal 1000 Control Unit
[GFCIR-10_[SICK MAIHAK GmbH: SIDOR Multi Gas Analyser with OXOR-E ou OXOR-P modules 150 22 1 74 50
Fourrier Transform InfraRed (FTIR)
FTIR1__ [Gasmet Technologies OY : GASMET Multi gas analyser CX 4000 , DX4000 & EN4000 Multi-gas analyser 75 09 45 54 50
Cavg measured|  Numberof | g0 | MinELVbydata | MinELV Min ELV Minimum expanded
FTIR-2  |ABB Automation GmbH: Advance CEMAS FTIR — NT (ACF-NT) 7 135 675 10 50 = bySRM | measurements o reprocessing | calculated by | calculated by | uncertainty to fulfil the
(mg/Nm®) | [Ams/sRm) | (me/NM) (mg/Nm?) So (mg/Nm’) | Sp,min (mg/Nm?) | variability test (%)
FTIR-3__|MKS Intruments Inc,: MGS 300 i3 X a5 7 50 72 19 50 206 225 204 92
FTIR-4___[Protea LTD: ProtiR 204M Mobile FTIR multigas analyser s 0,06 03 NC NC 72 19 50 276 262 27,0 107
FTIR-5__|Genral Impianti GL: GIGAS 10M s NC - 115 50
FTIR6___[SICK MAIHAK GmbH: MCS 100 FT 7 05 25 105 50
mmp [Covemeasured| Numberof | G g | MinELvbydata | MinELY Min ELV Minimum expanded
FTIR7  [Environnement SA: MIR-FT Multi-gas Analyser 75 04 2 44 50 by SRM | measurements o’ reprocessing | calculated by | calculated by | uncertainty to fulfil the
(mg/Nm?) [AMs/sRv) | (M8/Nm) (mg/Nm?) Sp (mg/Nm?) [ So,min (mg/Nm?) [  variability test (%)
7,7 3 35 10,2 102 93 62
Non-Dispersive UltraViolet (NDUV) 7.7 3 35 10,7 92 97 56
\buv.1 |AVETEK Process Instruments: Model 910 Hot/Wet Multi-Gas Mass Flow CEM / Model 920 Hot/Wet o - - ]A o
Multi-Gas CEM / Model 919 Hot/Wet Single-Gas CEM
Gas Filter Correlation UltraViolet (GFCUV)
[GFcuv-1_[ABB Automation Products GmbH: LIMAS 11 UV [ 75 [ 37 | 185 | ua 0|
|GFcuv-2[Siemens Sensors & C SIPROCESS UV600 | 75 [ o6 [ 3 | m 0|
i Optical il (DOAS)
[DoAS-1[OPSIS AB: AR 602 2/N GM32 In-situ Multi-Component Analyser (Cross Duct version) | 75 [ o3 [ 15 [ 52 0|
|poAs-2[sick Maihak GmbH: GM32 In-situ Multi-Component Analyser (Cross Duct version) | 75 | o8 | a4 | 133 0 |
[DOAS3_|[SICK Maihak GmbH: GM32 In-situ Multi-Component Analyser (GMP measuring prob version) | 7 118 [ 57 | 136 |
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E7: Summary Sheet HCI

Hydrogen Chloride HCI

SRM
NF EN 1911 Manual method: bubbling sampling and ionic

analysis
) Assuming the Min ELV = 10 LoQ
@ Based on 1 hour sampling

de la SRM

Analytical LoQ in

ioqin | MinELVin

By, (GUM)

mg. mg/Nm* mg/Nm* in%
© Estimated expanded uncertainty based on the method's reproducibility
0.05-0.2 0.083-0.33| 0.83-3.3 20
Expanded uncertainty HCl in %rel. | Expanded uncertainty HCl in mg/m®
U =327,35COF2 . —Weokzo oI
PR
180 - * Week 2672010 400
—= Sk 77200
053 = & week2772010 [— o week 2072011
160 - Week T 350 d
. + s o o coride < weekav2012
o Taalswitha . = aresterancertanryw Week 2572012
. ® ‘mixture of = ot 300 T
\ . / 00 .
w - ey
. 150
" N Tralswith HClnly (——
Trials with HCI 100 h - o?
. N
[D— s
w0 y s
Concentration en mg/mg? Concentrationin me/mq*
AMS
@ Assuming that the Minimum ELV = 5 LoQ am 7
75 % of the P i rtainty
©) when the concentration at which the uncertainty calculation was performed GAMDIPIARTECITER TN 30%

is not mentioned in the certificate, it is assumed that it was equal to 10
mg/Nm? (grey cells)

mandated by the IED at the Daily ELV:

Values obtained during certification

Data from QAL2 control reports

Full scale LoQ |®MinELV| UGUM) By Cavg, ELV, Sp: expressed in mg/Nm® on dry gas at 11% O,
Gas Filter Correlation InfraRed (GFCIR) (mg/Nm®) | (mg/Nm’®) | (mg/Nm?) % (mg/Nm”) Min ELV calculated =S, x 1.96 X100 /P - Min ELV calculated with SD,min= SD,min x 1.96 x 100 / P
GFCIR-1_[SICK AG: MCS 100E PD 10 03 15 10 10
Cavg measured | Numberof | oo | Min ELVby data Min ELV Min ELV Minimum expanded
GFCIR-2 | SICK AG: MCS 100E HW 15 023 115 86 10 = bySRM | measurements i reprocessing  |calculated by S| calculated by | uncertainty to fulfil the
(mg/Nm?) {ams/srm) | (Me/Nm) (mg/Nm?) (mg/Nm?) | So,min (mg/Nm’) variability test (%)
GFCIR-3 | Dr Fédisch MCA 04 15 0,42 21 125 10 23 16 10 24 17 22 7,0
GFCIR-4_| Dr Fédisch MCA 10 15 0,042 021 128 10 23 17 10 22 13 19 55
GFCIR-5 SA: MIR-IS 15 0,0078 0,039 79 10
Cavg measured | Numberof | g g, | Min ELV by data Min ELV Min ELV Minimum expanded
GFCIR-6 | Environnement SA: MIR9000 15 0,0078 0,039 11,9 10 - bySRM | measurements e reprocessing  |calculated by Sp| calculated by [ uncertainty to fulfil the
(mg/Nm?) [Ams/sRM] | (me/Nm") (mg/Nm?) (mg/Nm?) | So,min (mg/Nm’) variability test (%)
9.0* 17 10 52 44 48 18,2
204 * 17 10 52 5,1 4,8 20,9
12.1* 18 10 6,8 6,6 64 27,7
112 * 17 10 9,6 9,2 - 38,1
Fourrier Transform InfraRed (FTIR) *: average concentration increased by trials made by doping the effluent
FTIR-1 Gasmet 0OY: CX 4000, DX4000 & EN4000 15 0,18 09 12 10
Cavg measured | Numberof | oo | MinELVby data Min ELV Min ELV Minimum expanded
FTIR-2  |ABB Automation GmbH: Advance CEMAS FTIR — NT (ACF-NT) 15 032 16 1,8 10 - bySRM | measurements B reprocessing  |calculated by Sp| calculated by | uncertainty to fulfil the
(mg/Nm’) [Ams/sRMm) | (ME/NT) (mg/Nm?) (mg/Nm®) | So/min (mg/Nm?) variability test (%)
FTIR-3__[MKS Instruments Inc: MGS300 15 024 12 81 10 13 19 10 38 5,0 37 20,2
FTIR-4__|Protea Ltd: MGS300 ProtiR-204M 15 051 2,55 13 19 10 37 43 36 174
FTIR-5 SICK AG: MCS 100 FT 15 0,16 0,8 12,2 10
Cavg measured | Number of Site's ELV Min ELV by data Min ELV Min ELV Minimum expanded
FTIR-6  |Environnement SA: MIR-FT 15 0,06 03 88 10 =) bySRM | measurements 3 reprocessing  [calculated by S| calculated by [ uncertainty to fulfil the
(mg/Nm’) [Ams/skm) | (Me/Nm) (mg/Nm?) (mg/Nm?) | Sosmin (mg/Nm?) variability test (%)
13 16 8 49 4,8 24,3
Tunable Diode Laser i (TDLAS) 13 16 s 45 47 - 23,1
[Totas -1 [Neo monitors As: LaserGas Il monitor 15 [ 006 | o3 7,7 10
[o1As 2 [siemens: LDs 6 15 [ o005 | o3 13,4 10
Optical i (DOAS)
[poas-1 Topsis: AR 650 15 [ 108 | sa 12,5 10
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E8: Summary Sheet HF

Hydrofluoric Acid HF
SRM

NF X 43-304 Manual method
) Assuming Min ELV = 10 LoQ

12 Based on 1 hour sampling
® Estimated expanded uncertainty based on the method's reproducibility

AMS

SRM implementation characteristics

Analytical Yioqin  |® Min ELVin|®lu,,, (GUM)
LoQin mg mg/Nm’® mg/Nm® in%
filter| 0.05-0.1 0.083-0.17 0.83-1.7
bubblers| 0.025-0.05 0.041-0.08 0.83-1.7 -
75 % of the P relative uncertainty mandated | 0% |

by the IED at the Daily ELV:

) Assuming Min ELV = 5 LoQ Values obtained during certification Data from QAL2 control reports
Full scale LoQ BIMinELy | U(GUM) By Cavg, ELV, S,: expressed in mg/Nm® on dry gas at 11% O,
(mg/Nm’) me/Nm’) i % ) Min ELV calculated = S,x 1.96x 100/P - Min ELV calculated with SD,min= SD,min x 1.96 x 100/ P
Gas Filter Correlation InfraRed (GFCIR) () || (refi) || deeiid (me/Nm) 0 J y
GFCIR-1 Dr Fédisch MCA 10 20 0,096 0,48 10,6 10
Fourrier Transform InfraRed (FTIR)
FTIR-1 ABB Automation GmbH: Advance CEMAS FTIR ~ NT (ACF-NT) 5 02 1 315 2
FTIR-2 General Impianti GL GIGAS 10M 5 NC - 19,9 2
FTIR3 Gasmet OY: CX 4000, DX4000 & EN4000 3 <0.006 <0.03 184 1
FTiRa MKS Instruments Inc: MGS300 3 0,06 03 193 1
FTIRS SICK AG: MCS 100 FT 3 016 08 303 1
Tunable Diode Laser Absorption Spectroscopy (TDLAS)
[rowas1 Tsick AG: 6m700-2 [ 5 NC - [ 379 ] 1 |
|rotas2|unisearch associates LasiR | 5 NC - | 16a | 1 |
[roLas3— [Neo monitors AS: LaserGas Il monitor [ 2 0,008 004 | 108 | 1|
Differential Optical Absorption (DOAS)
[oons1Torsis: AR 650 | 3 0,16 08 | 184 | |

Ref.: DRC-17-168319-02463B

Non-certified FTIR Analyser

Environnement SA An:

er - MIR FT (certi

d for other parameters)

Cavgmeasured | Number of . Min ELV by data Min ELV Min ELV Minimum expanded
Site's ELV
by SRM measurements Nm® reprocessing calculated by S calculated by uncertainty to fulfil the
(mg/Nm?) [AMS/SRM] (mg/Nm’) (mg/Nm?) (mg/Nm®) | Somin (mg/Nm?) [ variabiity test (%)
01 6 1 0,2 0,020 - 038
01 6 1 0,1 0,005 - 0,2
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E9: Summary Sheet NH3

Ammonia NH;
SRM

NF X 43-303 Manual method
™ Assuming Min ELV = 10 LoQ

2 Based on 1 hour sampling

1) Estimated expanded uncertainty based on the method's
reproducibility

SRM implementation characteristics

Analytical | “Loqin |@MinEV| Pl
LoQin mg/l | mg/Nm?® |in mg/Nm? [ (GUM)in %
0,05 0,083 0,833 -

Expanded uncertainty for NHs in

200

Week 25/2010

aloere
=
g

Trials witha

—— puissance (Week 27/2010)

+ Artefactswith
, ammonium
3 * chioride

RS

100

131,73C

R2=0,

Usummaxsam

Concentrationin mg/mg®

“ Assuming Min ELV = 5 LoQ

75 % of the P relative uncertainty
by the IED at the Daily ELV:

Expanded uncertainty NH; in mg/m?

Uycap, =1,3173 008157

R*=0,9

Week 25/2010
Week 26/2010
Week 27/2010

3

.

Week21/2011

.
H

— puissance o0 | |

b s

20 s
Concentrationin mg/mg?

Values obtained during certification

Data from QAL2 control reports

Full scale o [®MinEv | uGUM) Beg Cavg, ELV, Sp: expressed in mg/Nm® on dry gas at 11% O,
(mg/Nm’) | (mg/Nm”) | (mg/Nm?) % (mg/Nm?) Min ELV calculated =S, x1.96 X100 /P - Min ELV calculated with SD,min=SD,min x 1.96 x 100 / P
Non-Dispersive InfraRed (NDIR)
Cavg measured| Number of . Min ELV by data Min ELV Min ELV Minimum expanded
: Site's ELV. . °
NDIR-1 SICK AG: MCS 100E HW Multi-Component Analyser 20 0,22 11 12,4 10 ‘ by SRM 5, calculated by | calculated by | uncertainty to fulfil the
(mg/Nm?) |5 [amis/sRw) | (ME/NM) (mg/Nm?) So (mg/Nm?) |sp,min (mg/Nm’)|  variability test (%)
07 18 30 08 2,0 07 2,7
Gas Filter Correlation InfraRed (GFCIR) 07 18 30 1,0 17 09 22
GFCIR-1_[Environnement SA: MIR-9000 H 15 NC - 69 10
GFCIR-2 Dr Fédisch MCA 04 30 <0.06 <0.3 224 10
GrciR3 [or Fédisch MCA 10 10 0,012 006 14,2 5
Fourrier Transform InfraRed (FTIR)
iup1 |ABBAutomation GmbH: Advance CEMAS 5 08 s 125 ©
- FTIR = NT (ACF-NT) g 4 "
Cavg measured| Number of | ..cc\ | Min ELVby data Min ELV Min ELV Minimum expanded
FTIR2  |Environnement SA: MIR-FT 15 024 <12 66 10 = by SRM (mg/m) i calculated by | calculated by | uncertainty to fulfil the
(mg/Nm?) |5 [AMs/srm) | (MB/NT (mg/Nm’) Sp (mg/Nm?) [So,min (mg/Nm?)|  variability test (%)
FTIR-3 _|Protea Ltd: ProtiR 204 M 15 084 42 NC NC 99 18 10 82 75 7,0 315
FTIR-4 Genral Impianti Ltd: GIGAS 10M 15 NC - 10,6 10 9,9 18 10 8,2 75 7,2 315
FTIR-S_|SICK AG: MCS 100 FT 10 0,092 046 64 10
FTIR6 | MKS Instruments Inc: MGS300 10 02 1 62 10
FTIR7  |Gasmet OY: CX 4000, DX4000 & EN4000 15 012 06 96 10
Tunable Diode Laser Absorption Spectroscopy (TDLAS)
ToLAS-1_|Siemens SAS: LDS 6 Ammonia 20 0,88 44 19,7 10
[TDLAs2 | Neo monitors AS: LaserGas Il monitor 10 NC - 54 10
ToLAS-3  |Servomex Group Ltd: Servo tough Laser SP Model 2930 10 0,04 02 54 10
Optical (DOAS)
[poas-sopsis: AR 650 20 | oss | 32 | 25 | 10
DoAs-2__|OPSIS AB: AR 6022 10 e | - | ss | w0

Ref.: DRC-17-168319-02463B

Page 131 of 132




E10: Summary Sheet mercury

Mercury Hg
SRM
. . o Values obtained through validation of EN
SRM implementation characteristics
13211

NF EN 13211 Manual method
Y Assuming Min ELV = 10 LoQ
) Based on 1 hour sampling Analytical LoQin|  “LoQin  |® Min ELV in | Upax (GUM) in Conm €N 04-10 40 - 100
©) Estimated expanded uncertainty based on the method's pg/l or pg ug/Nm? en pg/Nm’ % ug/mg’
reproducibility

[ filter 0.05-0.1 0.024-0.048 | 0.24-0.48 - Pyen% 42 26

| bubblers 0.5-1.0 Csrum: Concentration level

AMS
Mandatory IED uncertainty at the Daily ELV (75%
“ Assuming Min ELV = 5 LoQ Unmax) -
Values obtained during certification
Zeeman Effect Atomic Absorption Fullscale | LoQ [ “minerv | u@um) [ ¢,
SICK Maihak: MERCEM 3002 10 | 0,08 | 0,4 [ 23 ] 30

UV CVAAS Cold Vapour Atomic Absorption Catalytic

Reduction
[Mercury Instruments GmbH: SM-4 [ 30 [ 0,024 [ 0,12 [ 127 ] 20 |
[Verewa GmbH: HM 1400 TRX Mercury Analyser [ 45 [ 0,2 [ 1 [ 8,4 [ 30 |

UV DOAS Catalytic Reduction
[oPsis AB: AR 602z [ 45 [ 0,72 [ 3,6 [ 107 ] 30 |

[ median | 0,14 [ 0,7 [ 955 ]
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